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#### Abstract

We prove well-posedness and regularity of solutions to a fractional diffusion porous media equation with a variable fractional order that may depend on the unknown solution. We present a linearly implicit time-stepping method to linearize and discretize the equation in time, and present rigorous analysis for the convergence of numerical solutions based on proved regularity results.
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## 1. Introduction

Fractional diffusion partial differential equations (PDEs) were shown to model anomalously diffusive transport (e.g., of solutes through heterogeneous aquifers) more accurately than integer-order Fickian diffusion PDEs do [39, 40]. The fundamental reason is that the latter, which were obtained if the underlying particle jumps have (i) a mean free path and (ii) a mean waiting time [39, 40], are characterized by solutions with Gaussian type symmetric and exponentially decaying tails. Assumptions (i) and (ii) hold for diffusive transport of solutes in homogeneous aquifers when the solute plumes were observed to exhibit the same tail behavior [5]. However, field tests showed that the diffusive transport of solutes in heterogeneous aquifers often exhibits highly skewed power-law decaying tails [7,38,39]. A traditional practice to model diffusive transport of solutes in heterogeneous aquifers is to tweak the variable parameters that multiply the pre-set integer-order diffusion PDEs to fit the training data, which tends to recover a rapidly varying diffusivity and may overfit the training data but yield less accurate prediction on testing data [48].

The time-fractional PDE (tFPDE)

$$
\begin{equation*}
\partial_{t}^{\alpha} u(x, t)-\Delta u(x, t)=f(x, t), \quad \text { with } \quad 0<\alpha<1 \tag{1}
\end{equation*}
$$

was derived via the continuous time random walk to model the subdiffusive transport of solutes $[38,39]$ assuming that the mean waiting time has a power-law decaying tail [38, 39]. Consequently, (1) more

[^0]accurately models the subdiffusive transport of solutes in heterogeneous aquifers. However, (1) was derived as the diffusion limit of a continuous time random walk in the phase space as the number of particle jumps tends to infinity and hence holds for large time $t>0$ instead of all the way up to the time $t=0$ as often assumed in the literature for simplicity $[38,39]$. To resolve this problem, a mobile-immobile tFPDE model
\[

$$
\begin{equation*}
\partial_{t} u(x, t)+b(x, t) \partial_{t}^{\alpha} u(x, t)-\Delta u(x, t)=f(x, t), \quad \text { with } \quad 0<\alpha<1, \tag{2}
\end{equation*}
$$

\]

was derived in $[48,57]$ to model subdiffusive transport of solutes in heterogeneous aquifers. In this model, a $b /(1+b)$ portion of total solute mass in the aqueous phase may get absorbed to the aquifers and forms an immobile phase, and then gets released at a much later time. The significantly increased waiting time leads to a power-law decaying tail of the solute and thus undergoes subdiffusive transport. The subdiffusive transport of the adsorbed particles is modeled by the time-fractional derivative $b \partial_{t}^{\alpha} u$. The remaining $1 /(1+b)$ portion of the solute mass in the bulk fluid phase forms a mobile phase that undergoes a Brownian motion, and hence is modeled by the $\partial_{t} u$ term.

In nonconventional gas and oil recovery, the reservoirs often have insufficient permeability due to the existence of micropores, resulting in a large amount of adsorbed gas or oil mass and significantly decreased flow rate to the wellbore. Hydraulic fracturing is often used to increase the permeability of the porous media $[16,23]$. The change of structure of porous media results in change of fractal dimension of media [14,38] via the Hurst index, which in turn leads to change of order in tFPDEs [38]. This can be modeled by variable-order tFPDEs with $\alpha$ depending on $x$ and $t$; see [26,30,50,51]. In another application, the clogging of pore space in soil by microbial biomass, their body and their byproducts, i.e., bioclogging, reduceds the rate of infiltration of water remarkably and has significant impact on water, solute, and energy exchanges between stream water and groundwater as well as the environment $[4,56]$. In this case, the fractional order $\alpha$ also depends on the unknown solution $u$. Motivated by these discussions, we consider the following tFPDE:

$$
\begin{cases}\partial_{t} u(x, t)+b(x, t) \partial_{t}^{\alpha(x, t, u(x, t))} u(x, t)-\Delta u(x, t)=f(x, t) & (x, t) \in \Omega \times(0, T]  \tag{3}\\ u(x, t)=0 & (x, t) \in \partial \Omega \times(0, T] \\ u(x, 0)=u_{0}(x) & x \in \Omega\end{cases}
$$

where $\Omega$ is a bounded convex domain, $f$ and $u_{0}$ are given source term and initial value, respectively, and $\partial_{t}^{\alpha(x, t, u(x, t))} u(x, t)$ denotes the Caputo fractional-order partial derivative in time, defined by

$$
\begin{equation*}
\partial_{t}^{\alpha(x, t, u(x, t))} u(x, t):=\frac{1}{\Gamma(1-\alpha(x, t, u(x, t)))} \int_{0}^{t}(t-s)^{-\alpha(x, t, u(x, t))} \partial_{s} u(x, s) \mathrm{d} s \tag{4}
\end{equation*}
$$

with a variable order $\alpha(x, t, u(x, t))$ which may depend on the unknown solution $u$, with $\Gamma(s):=$ $\int_{0}^{\infty} t^{s-1} e^{-t} \mathrm{~d} t$ denoting the Euler gamma function. Such fractional-order time derivatives in PDE models often present mathematical bottlenecks that were not encountered in the context of standard diffusion PDEs in analysis of regularity of solutions and convergence of numerical solutions. Correspondingly, many efforts have been made in developing efficient numerical methods and error analysis for such tFPDEs.

One popular approach is to discretize fractional-order derivatives by using the convolution quadrature (CQ) introduced in [31]. This approach has been used to solve (1) and related problems in $[2,12,18-20,33]$. An advantage of this approach is the existence of a unified framework [32] for constructing and analyzing high-order methods for tFPDEs with constant coefficients, with possible weak singularities at $t=0$, including CQ generated by the Crank-Nicolson method [20], BDF [19] and Runge-Kutta methods [3]. As explained in [19, Appendix A], error analysis of CQ for tFPDEs with constant coefficients can be equivalently viewed as error analysis of CQ for discretizing an operator-valued convolution integral. Other popular approaches for discretizing time-fractional PDEs include finite difference methods $[13,29,36,53]$ and discontinuous Galerkin methods [37, 41, 44], which approximate the fractional derivative at grid points and in a weak form, respectively, based on piecewise polynomial approximation of the solution. These approaches are flexible for variable stepsizes to improve the accuracy of numerical solutions; see [24, 28, 43, 45, 46, 49]. More recently,
numerical approximation of fractional derivatives based on deconvolution was proposed in [27], which has application in discretizing fractional stochastic differential equations and fractional gradient flows.

For all approaches mentioned above, numerical analysis in the literature mainly focuses on tFPDEs with a constant fractional order. When the fractional order $\alpha$ depends only on $x$, independent of $t$, convolution quadrature and Laplace transform techniques can still be used similarly as for the fractional substantial derivative in $[22,52]$. When the fractional order $\alpha$ depends only on $t$, independent of $x$, well-posedness of variable-order tFPDEs was proved in [54] based on eigenfunction decomposition, which reduces the problem to decoupled fractional ordinary differential equations. However, when the fractional order depends on both $x$ and $t$, or the unknown solution $u$, many existing techniques are not directly applicable, including the Laplace transform techniques and separation of variables. In this case, analysis of regularity of solutions and convergence of numerical methods is still challenging. This is similar to tFPDEs with time-dependent diffusion coefficients, for which the Laplace transform techniques and separation of variables cannot be applied directly either. For tFPDEs with timedependent diffusion coefficients, convergence of a semidiscrete finite element method was proved in [42] based on a novel technique which extends the argument for standard parabolic problems in [35] to the fractional case. Existence, uniqueness and regularity of solutions, as well as convergence of a fully discrete numerical method were proved in [21] based on a perturbation argument; also see [25] for new regularity results.

The objective of this paper is to develop techniques to analyze well-posedness and accuracy of numerical solutions for such complicated nonlinear fractional evolution problems as (3) under a more general setting such that the variable order $\alpha(x, t, u)$ can depend on both $x$ and $t$ as well as the unknown solution $u$, and is possibly discontinuous in $x$. In addition to the time-dependency of the variable order, the nonlinearity brings in new difficulties for regularity and numerical analysis. In particular, the boundedness of solution in $L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)$ becomes essential in proving wellposedness and regularity of the solutions, as well as convergence of numerical solutions, while the Laplace transform techniques cannot be used directly in establishing the regularity of solutions. We present new techniques, based on maximal $L^{p}$-regularity of parabolic equations and Schaefer's fixed point theorem in the Banach space $L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)$, to prove the existence and uniqueness of solutions to the nonlinear problem (3) under condition (5). This condition allows discontinuity of $\alpha(x, t, u)$ in $x$ to fit practical applications in which different physical subdomains of the porous media may have different structures and properties that lead to different fractional orders in the model. Under a slightly stronger condition (31), we prove some regularity results for further numerical approximation and error analysis.

We propose a linearly implicit CQ time-stepping method to linearize and discretize the nonlinear problem (3), and prove convergence of the proposed method based on the natural regularity of solutions proved in this paper for a given source term $f \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right)$ and initial value $u_{0} \in \dot{H}^{2}(\Omega)$. Again, the Laplace transform technique cannot be directly used for error analysis due to the nonlinearity of the problem. To overcome the difficulty caused by the time-dependent and nonlinear variable order, we present error analysis by using a perturbation technique which freezes the nonlinear variable order at a fixed time level and estimates the defect based on the natural regularity proved for the solution and a generalized discrete Gronwall's inequality introduced in this paper (see Appendix D). Numerical results are provided to support the theoretical analysis on the convergence of the numerical solutions.

The techniques developed in this paper could also be applicable to other related nonlinear fractionalorder equations possibly with time-dependent and nonlinear variable order, and time-dependent diffusion coefficients.

## 2. Existence and uniqueness of solutions

In this section, we prove existence and uniqueness of solutions to (3) under the following conditions:
$\alpha: \Omega \times[0, T] \times \mathbb{R} \rightarrow\left[0, \alpha_{*}\right]$ is Lipschitz continuous in the third argument,
$b \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)$,
$u_{0} \in \dot{H}^{2}(\Omega), \quad f \in L^{p}\left(0, T ; L^{2}(\Omega)\right)$ for some $p>\frac{4}{4-d}$,
where $\alpha_{*} \in(0,1)$ is a fixed constant and $d \in\{1,2,3\}$ is the dimension of space.

### 2.1. Notation

For simplicity of notation, we define $\dot{H}^{2}(\Omega)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ and denote by $\dot{H}^{s}(\Omega)=\left(L^{2}(\Omega), \dot{H}^{2}(\Omega)\right)_{[s / 2]}$ the complex interpolation space between $L^{2}(\Omega)$ and $\dot{H}^{2}(\Omega)$ for $s \in[0,2]$; see [8]. Thus $\dot{H}^{0}(\Omega)=L^{2}(\Omega)$ and $\dot{H}^{1}(\Omega)=H_{0}^{1}(\Omega)$. For $0<\gamma<1$, we denote by $C^{\gamma}(\bar{\Omega})$ the conventional space of Hölder continuous functions on $\bar{\Omega}$ with exponent $\gamma$. For a Banach space $X$ (for example, $X=L^{2}(\Omega)$ ), we denote by $C^{\gamma}([0, T] ; X)$ the space of Hölder continuous functions from $[0, T]$ to $X$. Furthermore, we define the following function spaces:

$$
\begin{align*}
& X=\left\{w \in W^{1, p}\left(0, T ; L^{2}(\Omega)\right): w(0)=0\right\} \\
& Y=\left\{w \in W^{1, p}\left(0, T ; L^{2}(\Omega)\right) \cap L^{p}\left(0, T ; \dot{H}^{2}(\Omega)\right): w(0)=0\right\}  \tag{6}\\
& Z=L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)
\end{align*}
$$

We denote by $(\cdot, \cdot)$ and $\|\cdot\|_{L^{2}(\Omega)}$ the inner product and norm of $L^{2}(\Omega)$, and denote by $\|\cdot\|$ the operator norm from $L^{2}(\Omega)$ to $L^{2}(\Omega)$.

It is well known that the Dirichlet Laplacian $\Delta: \dot{H}^{2}(\Omega) \rightarrow L^{2}(\Omega)$ generates a bounded analytic semigroup on BOTH $L^{2}(\Omega)$ and $C_{0}(\bar{\Omega})$ with angle $\frac{\pi}{2}$; see [47]. Equivalently, $z-\Delta$ is invertible for $z \in \mathbb{C}$ such that $|\arg (z)|<\pi$, and the following resolvent estimate holds:

$$
\begin{align*}
& \left\|(z-\Delta)^{-1}\right\| \leq C_{\theta}|z|^{-1}, \quad \forall z \in \Sigma_{\theta} \backslash\{0\}, \quad \forall \theta \in\left(\frac{\pi}{2}, \pi\right) .  \tag{7}\\
& \left\|(z-\Delta)^{-1}\right\|_{L^{\infty}(\Omega) \rightarrow L^{\infty}(\Omega)} \leq C_{\theta}|z|^{-1}, \quad \forall z \in \Sigma_{\theta} \backslash\{0\}, \quad \forall \theta \in\left(\frac{\pi}{2}, \pi\right), \tag{8}
\end{align*}
$$

where $\Sigma_{\theta}=\{z \in \mathbb{C}:|\arg (z)| \leq \theta\}$ is a sector on the complex plane.
We denote by $\theta \in\left(\frac{\pi}{2}, \pi\right)$ a fixed number and denote by $\Gamma_{\theta}$ a contour on the complex plane (contained in the sector $\bar{\Sigma}_{\theta}$ ), defined by

$$
\begin{equation*}
\Gamma_{\theta}=\{z \in \mathbb{C}:|\arg (z)|=\theta,|z| \geq 1 / T\} \cup\{z \in \mathbb{C}:|\arg (z)| \leq \theta,|z|=1 / T\} . \tag{9}
\end{equation*}
$$

as shown in Figure 1. Then $z^{\alpha(x, t)} \in \Sigma_{\theta}$ for $(x, t) \in \Omega \times[0, T]$ and $z \in \Sigma_{\theta} \supset \Gamma_{\theta}$.


Figure 1. The contour $\Gamma_{\theta}$ on the complex plane.
Let $\epsilon_{*}$ be a fixed number satisfying $0<\epsilon_{*}<\min \left(1-\alpha_{*}, 1-d / 4\right)$, where $d \in\{1,2,3\}$ is the dimension of space. Related to the number $\epsilon_{*}$, we define a function

$$
\begin{equation*}
\eta(t)=t^{-\alpha_{*}-\epsilon_{*}}, \tag{10}
\end{equation*}
$$

which is integrable in time and has the following property:

$$
\left|\partial_{t}^{\alpha(x, t, u(x, t))} v(t)\right| \leq C \int_{0}^{t} \eta(t-s)\left|\partial_{t} v(s)\right| \mathrm{d} s=: \eta *\left|\partial_{t} v\right|(t),
$$

where $C$ is some constant and $\eta *\left|\partial_{t} v\right|$ denotes convolution in time between the two functions. This property is a direct consequence of definition (4).

The Laplace transform of a function $f(x, t)$ is denoted by $\mathcal{L} f(x, z)=\int_{0}^{\infty} f(x, t) e^{-t z} \mathrm{~d} t$. For functions of several temporal variables, we denote by $\mathcal{L}_{s}[f(x, s, t)]$ the Laplace transform in the $s$-variable and denote by $\mathcal{L}_{z}^{-1}[\hat{f}(x, z, t)]$ the inverse Laplace transform of $\hat{f}$ in the $z$-variable. The definition of fractional-order derivative in (4) is related to the Laplace transform through the following identity (cf. [31]):

$$
\begin{align*}
& \partial_{t}^{\alpha(x, t, u(x, t))} v(x, t) \\
& =\mathcal{L}_{z}^{-1}\left[z^{\alpha(x, t, u(x, t))} \mathcal{L}_{t}[\widetilde{v}(x, t)-v(x, 0)](z)\right](t)  \tag{11}\\
& =\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} z^{\alpha(x, t, u(x, t))} \mathcal{L}_{t}[\widetilde{v}(x, t)-v(x, 0)](z) e^{t z} \mathrm{~d} z \quad \forall v \in W^{1, p}\left(0, T ; L^{2}(\Omega)\right),
\end{align*}
$$

where $\widetilde{v} \in W^{1, p}\left(\mathbb{R}_{+} ; L^{2}(\Omega)\right)$ denotes an extension of $v$ with compact support in $t$, and this identity is independent of the choice of extension. The following inequalities are often used in literature in analysis of tFPDEs (for example, see [19, 31,33]):

$$
\begin{equation*}
\int_{\Gamma_{\theta}}|z|^{\gamma-1}\left|e^{t z}\right||\mathrm{d} z| \leq C_{\gamma} t^{-\gamma} \quad \text { and } \quad\left\|\int_{\Gamma_{\theta}} z^{\gamma}(z-\Delta)^{-1} e^{t z} \mathrm{~d} z\right\| \leq C_{\gamma} t^{-\gamma} \quad \forall t \in(0, T] \tag{12}
\end{equation*}
$$

where $|\mathrm{d} z|$ denotes the arc length element on the contour $\Gamma_{\theta}$, and $C_{\gamma}$ is some constant depending on the parameter $\gamma$. These two inequalities will be often used in this paper, in analyzing both regularity of solutions to (3) and convergence of numerical solutions.

Throughout this paper, we use the abbreviation $v(t)=v(\cdot, t)$ for any function $v$ defined on $\Omega \times(0, T]$, and we denote by $\alpha(t, v(t))$ or $\alpha(t, v)$ the spatial function $\alpha(\cdot, t, v(\cdot, t))$. We denote by $C$ a generic positive constant (independent of $\tau, n$ and $N$ ) that could be different at different occurrences.

### 2.2. The linear problem

Before studying the nonlinear problem (3), we first consider the following linear problem with a given variable order $\alpha(x, t)$ :

$$
\begin{cases}\partial_{t} u(x, t)+b(x, t) \partial_{t}^{\alpha(x, t)} u(x, t)-\Delta u(x, t)=f(x, t) & (x, t) \in \Omega \times(0, T]  \tag{13}\\ u(x, t)=0 & (x, t) \in \partial \Omega \times(0, T] \\ u(x, 0)=u_{0}(x) & x \in \Omega\end{cases}
$$

where $\alpha(x, t)$ and $b(x, t)$ are assumed to satisfy the following conditions:

$$
\begin{align*}
& 0 \leq \alpha(x, t) \leq \alpha_{*}<1 \quad \text { for }(x, t) \in \Omega \times[0, T] \\
& b \in L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)  \tag{14}\\
& u_{0} \in \dot{H}^{2}(\Omega), \quad f \in L^{p}\left(0, T ; L^{2}(\Omega)\right) \text { for some } p>1
\end{align*}
$$

In this section, we prove well-posedness of the linear problem (13) by utilizing the following three technical tools.
Lemma 2.1 (Maximal $L^{p}$-regularity, cf. [55, Corollary d] or [1, Lemma 8.3]) For any given $1<p<\infty$ and $f \in L^{p}\left(0, T ; L^{2}(\Omega)\right)$, the heat equation

$$
\begin{cases}\partial_{t} u(x, t)-\Delta u(x, t)=f(x, t) & (x, t) \in \Omega \times(0, T]  \tag{15}\\ u(x, t)=0 & (x, t) \in \partial \Omega \times(0, T] \\ u(x, 0)=0 & x \in \Omega\end{cases}
$$

has a unique solution $u \in W^{1, p}\left(0, T ; L^{2}(\Omega)\right) \cap L^{p}\left(0, T ; \dot{H}^{2}(\Omega)\right)$, which satisfies the following estimate:

$$
\begin{equation*}
\|u\|_{W^{1, p}\left(0, T ; L^{2}(\Omega)\right)}+\|u\|_{L^{p}\left(0, T ; \dot{H}^{2}(\Omega)\right)} \leq C\|f\|_{L^{p}\left(0, T ; L^{2}(\Omega)\right)} \quad \forall f \in L^{p}\left(0, T ; L^{2}(\Omega)\right) \tag{16}
\end{equation*}
$$

where the constant $C$ is independent of $f$ and $T$, but may depend on $p$.
Lemma 2.2 (Young's convolution inequality, cf. [9, Theorem 3.9.4]) Let $g * v(t):=\int_{0}^{t} g(t-s) v(s) \mathrm{d} s$ denote the convolution of $g \in L^{1}(0, T)$ with $v \in L^{p}(0, T)$. Then

$$
\begin{equation*}
\|g * v\|_{L^{p}\left(0, t_{*}\right)} \leq\|g\|_{L^{1}\left(0, t_{*}\right)}\|v\|_{L^{p}\left(0, t_{*}\right)}, \quad \forall t_{*} \in(0, T], \forall 1 \leq p \leq \infty \tag{17}
\end{equation*}
$$

The following result can be proved by using Lemma 2.2.
Lemma 2.3 (A weighted $L^{p}$ estimate for fractional-order derivatives) For $v \in W^{1, p}\left(0, T ; L^{2}(\Omega)\right)$ and $\lambda \geq 1$, the following estimate holds:

$$
\begin{equation*}
\left\|e^{-\lambda t} \partial_{t}^{\alpha(x, t)} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \leq C \lambda^{\alpha_{*}-1}\left\|e^{-\lambda t} \partial_{t} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \quad \forall t_{*} \in(0, T] \tag{18}
\end{equation*}
$$

where the constants $C$ is independent of $\lambda$ and $t_{*}$ (but may depend on $T$ ).
Proof. Based on the definition (4), we have

$$
\begin{aligned}
\left|\partial_{t}^{\alpha(x, t)} v(x, t)\right| & =\frac{1}{\Gamma(1-\alpha(x, t))} \int_{0}^{t}(t-s)^{-\alpha(x, t)} \partial_{s} v(x, s) \mathrm{d} s \\
& \leq C T^{-\alpha(x, t)} \int_{0}^{t}\left(\frac{t-s}{T}\right)^{-\alpha(x, t)}\left|\partial_{s} v(x, s)\right| \mathrm{d} s \\
& \leq C \min (T, 1)^{-\alpha_{*}} T^{\alpha_{*}} \int_{0}^{t}(t-s)^{-\alpha_{*}}\left|\partial_{s} v(x, s)\right| \mathrm{d} s \quad \forall t \in(0, T]
\end{aligned}
$$

where we have used the inequality $\left(\frac{t-s}{T}\right)^{-\alpha(x, t)} \leq\left(\frac{t-s}{T}\right)^{-\alpha_{*}}$ and $T^{-\alpha(x, t)} \leq \min (T, 1)^{-\alpha_{*}}$. Multiplying the above inequality by $e^{-\lambda t}$, we obtain

$$
e^{-\lambda t} \partial_{t}^{\alpha(x, t)} v(x, t) \leq C \min (T, 1)^{-\alpha_{*}} T^{\alpha_{*}} \int_{0}^{t} e^{-\lambda(t-s)}(t-s)^{-\alpha_{*}}\left|e^{-\lambda s} \partial_{s} v(x, s)\right| \mathrm{d} s
$$

For $t_{*} \in(0, T]$, the inequality above implies

$$
\begin{aligned}
\left\|e^{-\lambda t} \partial_{t}^{\alpha(x, t)} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} & =C \min (T, 1)^{-\alpha_{*}} T^{\alpha_{*}}\left\|\left(e^{-\lambda t} t^{-\alpha_{*}}\right) *\left(e^{-\lambda t} \partial_{t} v\right)\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \\
& \leq C \min (T, 1)^{-\alpha_{*}} T^{\alpha_{*}}\left\|e^{-\lambda t} t^{-\alpha_{*}}\right\|_{L^{1}\left(0, t_{*}\right)}\left\|e^{-\lambda t} \partial_{t} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}
\end{aligned}
$$

where we have used Lemma 2.2 in the last inequality. Then we note that

$$
\left\|e^{-\lambda t} t^{-\alpha_{*}}\right\|_{L^{1}\left(0, t_{*}\right)}=\int_{0}^{t_{*}} e^{-\lambda t} t^{-\alpha_{*}} \mathrm{~d} t \leq \lambda^{\alpha_{*}-1} \int_{0}^{\infty} e^{-s} s^{-\alpha_{*}} \mathrm{~d} s \leq C \lambda^{\alpha_{*}-1}
$$

with a constant $C$ independent of $\lambda \geq 1$. Combining the two estimates above, we obtain the desired result in Lemma 2.3.

By using Lemma 2.3, we can prove well-posedness of the linear problem (13).
Theorem 2.1 (Existence and uniqueness of solutions to the linear problem) Under assumption (14), problem (13) has a unique solution

$$
\begin{equation*}
u \in W^{1, p}\left(0, T ; L^{2}(\Omega)\right) \cap L^{p}\left(0, T ; \dot{H}^{2}(\Omega)\right) \hookrightarrow C\left([0, T] ; L^{2}(\Omega)\right) \tag{19}
\end{equation*}
$$

and the solution satisfies the following estimate:

$$
\begin{equation*}
\|u\|_{W^{1, p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\|u\|_{L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)} \leq C\left(\|f\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\left\|u_{0}\right\|_{\dot{H}^{2}(\Omega)}\right) \quad \forall t_{*} \in(0, T] \tag{20}
\end{equation*}
$$

where the constant $C$ is independent of $\alpha(x, t)$ and $t_{*} \in(0, T]$ (but may depend on $\alpha_{*}$ and $T$ ).

Proof. By considering the equation of $u-u_{0}$, we can reduce problem (13) to the case with zero initial value (with $f$ replaced by $f+\Delta u_{0}$ ). Hence, we focus on the case $u_{0}=0$.

First, we denote by $X_{\lambda}$ the function space $X$ defined in (6), equipped with the equivalent norm

$$
\|w\|_{X_{\lambda}}:=\left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, T ; L^{2}(\Omega)\right)}
$$

where $\lambda \geq 1$ is a parameter to be chosen later. We define a map $M: X_{\lambda} \rightarrow X_{\lambda}$ in the following way: for any $v \in X_{\lambda}$, we define $w=M v$ to be the solution of

$$
\begin{cases}\partial_{t} w(x, t)-\Delta w(x, t)=f(x, t)-b(x, t) \partial_{t}^{\alpha(x, t)} v(x, t) & (x, t) \in \Omega \times(0, T]  \tag{21}\\ w(x, t)=0 & (x, t) \in \partial \Omega \times(0, T] \\ w(x, 0)=0 & x \in \Omega\end{cases}
$$

Since $v \in X_{\lambda}$ implies $b \partial_{t}^{\alpha(x, t)} v \in L^{p}\left(0, T ; L^{2}(\Omega)\right)$ (this was proved in Lemma 2.3), it follows from Lemma 2.1 that (21) has a unique solution $w \in Y \hookrightarrow X_{\lambda}$, where $Y$ is defined in (6). Hence the map $M: X_{\lambda} \rightarrow X_{\lambda}$ is well defined, and any fixed point of $M$ is a solution of (13) in $Y$. We shall prove existence and uniqueness of a fixed point of $M$ by using the Banach fixed point theorem.

Second, we denote $\widetilde{f}(x, t)=f(x, t)-b(x, t) \partial_{t}^{\alpha(x, t)} v(x, t)$ and consider the Laplace transform of (21) in time. Then we obtain $(z-\Delta) \mathcal{L} w(z)=\mathcal{L} \widetilde{f}(z)$, which furthermore implies $z \mathcal{L} w(z)=z(z-\Delta)^{-1} \mathcal{L} \widetilde{f}(z)$. Since the Laplace transform maps $e^{-\lambda t} \partial_{t} w$ to $(z+\lambda) \mathcal{L} w(z+\lambda)$ and $e^{-\lambda t} \widetilde{f}$ to $\mathcal{L} \widetilde{f}(z+\lambda)$, respectively, it follows that

$$
\begin{aligned}
e^{-\lambda t} \partial_{t} w=\mathcal{L}^{-1}[(z+\lambda) \mathcal{L} w(z+\lambda)] & =\mathcal{L}^{-1}\left[(z+\lambda)(z+\lambda-\Delta)^{-1} \mathcal{L} \widetilde{f}(z+\lambda)\right] \\
& =\mathcal{L}^{-1}\left[(z+\lambda)(z+\lambda-\Delta)^{-1} \mathcal{L}\left(e^{-\lambda t} \widetilde{f}\right)(z)\right]
\end{aligned}
$$

Setting $z=i \xi$ in the equality above and using the relation between Laplace and Fourier transforms (after extending $\tilde{f}$ to be zero for $t<0$ ), we obtain

$$
e^{-\lambda t} \partial_{t} w=\mathcal{F}^{-1}\left[(i \xi+\lambda)(i \xi+\lambda-\Delta)^{-1} \mathcal{F}\left(e^{-\lambda t} \widetilde{f}\right)(\xi)\right]
$$

Since the operators

$$
m(\xi)=(i \xi+\lambda)(i \xi+\lambda-\Delta)^{-1} \quad \text { and } \quad \xi m^{\prime}(\xi)=i \xi(i \xi+\lambda-\Delta)^{-1}+i \xi(i \xi+\lambda)(i \xi+\lambda-\Delta)^{-2}
$$

are bounded on $L^{2}(\Omega)$ for all $\xi \in \mathbb{R}$ and $\lambda>0$, it follows that $m(\xi)$ is a Hörmander-Mihlin multiplier on $L^{p}\left(0, T ; L^{2}(\Omega)\right)$ for all $1<p<\infty$ (cf. [17, Theorem 5.2.7]). This means that

$$
\begin{align*}
\left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} & \leq C\left\|e^{-\lambda t} \widetilde{f}\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \\
& \leq C\left\|e^{-\lambda t} f\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+C\left\|e^{-\lambda t} \partial_{t}^{\alpha(x, t)} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \\
& \leq C\left\|e^{-\lambda t} f\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+C \lambda^{\alpha_{*}-1}\left\|e^{-\lambda t} \partial_{t} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \tag{22}
\end{align*}
$$

where we have used Lemma 2.3 in the last inequality, with a constant $C$ independent of $\lambda>0$ and $t_{*} \in(0, T]$.

Third, if $v_{1}, v_{2} \in X_{\lambda}$ and $w_{1}=M v_{1}$ and $w_{2}=M v_{2}$, then $w=w_{1}-w_{2}$ is the solution of the equation

$$
\begin{cases}\partial_{t} w(x, t)-\Delta w(x, t)=b(x, t) \partial_{t}^{\alpha(x, t)}\left(v_{2}(x, t)-v_{1}(x, t)\right) & (x, t) \in \Omega \times(0, T]  \tag{23}\\ w(x, t)=0 & (x, t) \in \partial \Omega \times(0, T] \\ w(x, t)=0 & x \in \Omega\end{cases}
$$

By applying (22) to (23) with $t_{*}=T$, we have

$$
\left\|w_{1}-w_{2}\right\|_{X_{\lambda}} \leq C \lambda^{\alpha_{*}-1}\left\|v_{1}-v_{2}\right\|_{X_{\lambda}}
$$

Choosing a sufficiently large $\lambda$ guarantees that the map $M: X_{\lambda} \rightarrow X_{\lambda}$ is a contraction. According to the Banach fixed point theorem, $M$ has a unique fixed point $w \in X_{\lambda}$ (thus $w=M w \in Y$ ), i.e., (13) has a unique solution in $Y$ when $u_{0}=0$.

Finally, by setting $v=w$ in (22) and choosing a sufficiently large $\lambda$ (the largeness is independent of $\left.t_{*} \in(0, T]\right)$, we obtain the desired estimate (20). This completes the proof of Theorem 2.1.
Remark 2.1 In Theorem 2.1 we have proved existence and uniqueness by using the Banach fixed point theorem with exponentially weighted norms in time. This trick is already known in the analysis of weakly singular Volterra integral equations - a class of problems that is closely related to the problem studied here; see [6,10].

### 2.3. The nonlinear problem

In this section, we prove well-posedness of the nonlinear problem (3) by utilizing Theorem 2.1 and the following Schaefer's fixed point theorem.
Lemma 2.4 (Schaefer's fixed point theorem [15, Chapter 9.2, Theorem 4]) For a Banach space $Z$, suppose that $M: Z \rightarrow Z$ is a continuous and compact map. If the set

$$
\begin{equation*}
\bigcup_{\theta \in[0,1]}\{v \in Z: v=\theta M v\} \tag{24}
\end{equation*}
$$

is bounded in $Z$, then the map $M$ has at least one fixed point.
The main result of this section is the following theorem.
Theorem 2.2 (Existence and uniqueness of solutions) Under the assumption (5), problem (3) has a unique solution

$$
\begin{equation*}
u \in W^{1, p}\left(0, T ; L^{2}(\Omega)\right) \cap L^{p}\left(0, T ; \dot{H}^{2}(\Omega)\right) \hookrightarrow C\left([0, T] ; L^{2}(\Omega)\right) \tag{25}
\end{equation*}
$$

Proof. Similarly as the linear problem, by considering the equation of $u-u_{0}$ we can reduce the problem to zero initial value (replacing $f$ by $f+\Delta u_{0}$ and modifying the definition of $\alpha$ ). Therefore, we only need to focus on the case $u_{0}=0$.

To prove existence of solutions for the nonlinear problem (3), we define a nonlinear map $M: Z \rightarrow Z$ by setting $w=M v$ to be the solution of

$$
\begin{equation*}
\partial_{t} w+b(t) \partial_{t}^{\alpha(t, v)} w-\Delta w=f \tag{26}
\end{equation*}
$$

with zero boundary and initial conditions. Theorem 2.1 guarantees that the map $M: Z \rightarrow Y$ is well defined.

To prove continuity of the map $M: Z \rightarrow Y$, we consider $v_{1}, v_{2} \in Z$ and denote $w_{1}=M v_{1}$, $w_{2}=M v_{2}$. Then $w=w_{1}-w_{2}$ is the solution of the equation

$$
\begin{equation*}
\partial_{t} w-\Delta w+b(t) \partial_{t}^{\alpha\left(t, v_{1}\right)} w=-b(t)\left(\partial_{t}^{\alpha\left(t, v_{1}\right)} w_{2}-\partial_{t}^{\alpha\left(t, v_{2}\right)} w_{2}\right) \tag{27}
\end{equation*}
$$

with zero boundary and initial conditions. By applying estimate (20) to equation (27), we obtain

$$
\begin{align*}
\left\|\partial_{t} w\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)} & \leq C\left\|b(t)\left(\partial_{t}^{\alpha\left(t, v_{1}\right)} w_{2}-\partial_{t}^{\alpha\left(t, v_{2}\right)} w_{2}\right)\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \\
& \leq C\left\|v_{1}-v_{2}\right\|_{L^{\infty}\left(0, t_{*} ; L^{\infty}(\Omega)\right.}\left\|\partial_{t} w_{2}\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \tag{28}
\end{align*}
$$

where the last inequality follows from Lemma 2.5 (to be proved below).
Since the regularity estimate (20) implies $\left\|\partial_{t} w_{2}\right\|_{L^{p}\left(0, T ; L^{2}(\Omega)\right)} \leq C$, with a constant $C$ independent of $v_{1}$ and $v_{2}$, choosing $t_{*}=T$ in (28) yields

$$
\|w\|_{Y} \leq C\left\|v_{1}-v_{2}\right\|_{Z}
$$

This proves the continuity of $M: Z \rightarrow Y$. Since $Y$ is embedded into $Z$ compactly when $p>\frac{4}{4-d}$ and $d \in\{1,2,3\}$ (see Appendix A), it follows that the map $M: Z \rightarrow Z$ is compact.

It is easy to see that any fixed point of $M$ is a solution of (3) in $Y$. We now prove existence of a fixed point by using Schaefer's fixed point theorem (Lemma 2.4). If $v=\theta M v$ for some $\theta \in[0,1]$ then we denote $w=M v$ with $v=\theta w$. Then $w$ is the solution of the equation

$$
\begin{equation*}
\partial_{t} w+b(t) \partial_{t}^{\alpha(t, \theta w)} w-\Delta w=f \tag{29}
\end{equation*}
$$

with zero boundary and initial conditions. Applying the estimate (20) of Theorem 2.1, we immediately obtain

$$
\begin{equation*}
\|w\|_{W^{1, p}\left(0, T ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0, T ; \dot{H}^{2}(\Omega)\right)} \leq C\left(\|f\|_{L^{p}\left(0, T ; L^{2}(\Omega)\right)}+\left\|u_{0}\right\|_{\dot{H}^{2}(\Omega)}\right) \tag{30}
\end{equation*}
$$

where the right-hand side is independent of $\theta \in[0,1]$. Therefore, by Schaefer's fixed point theorem, the map $M$ has at least one fixed point $u$, which is a solution of the nonlinear problem (13), and this solution has regularity (25) because $M$ maps $Z$ into $Y$.

It remains to prove uniqueness of the solution. In fact, if $w_{1}$ and $w_{2}$ are two solutions of (13), then $w=w_{1}-w_{2}$ is the solution of (27) with $v_{1}=w_{1}$ and $v_{2}=w_{2}$ therein. Then estimate (28) implies

$$
\begin{aligned}
& \left\|\partial_{t} w\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)} \\
& \leq C\|w\|_{L^{\infty}\left(0, t_{*} ; L^{\infty}(\Omega)\right)} \\
& \leq C_{\varepsilon}\|w\|_{L^{1}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\varepsilon\left(\left\|\partial_{t} w\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)}\right)
\end{aligned}
$$

where we have used Lemma B. 1 (see Appendix B) in deriving the last inequality, in which $\varepsilon$ can be arbitrarily small at the expense of enlarging the constant $C_{\varepsilon}$. By choosing a sufficiently small $\varepsilon$ and using inequality

$$
\left\|w\left(t_{*}\right)\right\|_{L^{2}(\Omega)} \leq\left\|\partial_{t} w\right\|_{L^{1}\left(0, t_{*} ; L^{2}(\Omega)\right)} \leq T^{1-\frac{1}{p}}\left(\left\|\partial_{t} w\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)}\right)
$$

we obtain

$$
\left\|w\left(t_{*}\right)\right\|_{L^{2}(\Omega)} \leq C\|w\|_{L^{1}\left(0, t_{*} ; L^{2}(\Omega)\right)} \quad \forall t_{*} \in(0, T]
$$

Then Gronwall's inequality yields $w=0$. This proves uniqueness of the solution.
In the proof of Theorem 2.2 we have used the following result.
Lemma 2.5 For $v_{1}, v_{2} \in Z$ and $v \in X$, the following estimates hold:

$$
\left\|\partial_{t}^{\alpha\left(t, v_{1}\right)} v-\partial_{t}^{\alpha\left(t, v_{2}\right)} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \leq C\left\|v_{1}-v_{2}\right\|_{L^{\infty}\left(0, t_{*} ; L^{\infty}(\Omega)\right)}\left\|\partial_{t} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \quad \forall t_{*} \in(0, T]
$$

where the constant $C$ is independent of $t_{*} \in(0, T]$ (but may depend on $T$ ).
Proof. We use the following mean value result:

$$
\begin{aligned}
& \frac{(t-s)^{-\alpha\left(t, v_{1}(t)\right)}}{\Gamma\left(1-\alpha\left(t, v_{1}\right)\right)}-\frac{(t-s)^{-\alpha\left(t, v_{2}(t)\right)}}{\Gamma\left(1-\alpha\left(t, v_{2}\right)\right)} \\
& =-\left[\alpha\left(t, v_{1}(t)\right)-\alpha\left(t, v_{2}(t)\right)\right] \int_{0}^{1} \frac{(t-s)^{-\kappa_{\omega}(t)} \ln (t-s)}{\Gamma\left(1-\kappa_{\omega}(t)\right)} \mathrm{d} \omega \\
& \quad+\left[\alpha\left(t, v_{1}(t)\right)-\alpha\left(t, v_{2}(t)\right)\right] \int_{0}^{1} \frac{(t-s)^{-\kappa_{\omega}(t)} \Gamma^{\prime}\left(1-\kappa_{\omega}(t)\right)}{\Gamma\left(1-\kappa_{\omega}(t)\right)^{2}} \mathrm{~d} \omega,
\end{aligned}
$$

where $\kappa_{\omega}(t)=(1-\omega) \alpha\left(t, v_{1}(t)\right)+\omega \alpha\left(t, v_{2}(t)\right)$. Using definition (4) and the identity above, we have

$$
\left|\partial_{t}^{\alpha\left(t, v_{1}(t)\right)} v(t)-\partial_{t}^{\alpha\left(t, v_{2}(t)\right)} v(t)\right| \leq C\left|\alpha\left(t, v_{1}(t)\right)-\alpha\left(t, v_{2}(t)\right)\right| \int_{0}^{t}(t-s)^{-\alpha_{*}-\epsilon_{*}}\left|\partial_{s} v(s)\right| \mathrm{d} s
$$

By taking the $L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)$ norm of this inequality, we obtain

$$
\begin{aligned}
& \left\|\partial_{t}^{\alpha\left(t, v_{1}\right)} v-\partial_{t}^{\alpha\left(t, v_{2}\right)} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)} \\
& \leq C\left\|v_{1}-v_{2}\right\|_{L^{\infty}\left(0, t_{*} ; L^{\infty}(\Omega)\right)}\left(\int_{0}^{t_{*}} t^{-\alpha_{*}-\epsilon_{*}} \mathrm{~d} t\right)\left\|\partial_{t} v\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}
\end{aligned}
$$

where we have used Lipschitz continuity of $\alpha$ with respect to $v$. This proves the desired result.

## 3. Regularity of solutions

In this section, we present some regularity results for solutions of the nonlinear problem (3). These results will be used in Section 4 in analyzing convergence of numerical solutions. In addition to (5), we assume that the following conditions hold:

$$
\begin{align*}
& \alpha: \Omega \times[0, T] \times \mathbb{R} \rightarrow\left[0, \alpha_{*}\right] \text { is Lipschitz continuous in both } t \text { and } u \\
& b \in W^{1, \infty}\left(0, T ; L^{\infty}(\Omega)\right)  \tag{31}\\
& u_{0} \in \dot{H}^{2}(\Omega) \quad \text { and } \quad f \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right)
\end{align*}
$$

where $\alpha_{*} \in(0,1)$ is a fixed constant and $d \in\{1,2,3\}$ is the dimension of space.
When the function $\alpha(x, t, u)$ is Lipschitz continuous in both $t$ and $u$, as assumed in condition (31), we have the following result as an extension of Lemma 2.5.

Lemma 3.1 For $v_{1}, v_{2} \in Z$ and $v \in X$, the following estimate holds:

$$
\left|\partial_{s}^{\alpha\left(s, v_{1}(s)\right)} v(s)-\partial_{s}^{\alpha\left(t, v_{2}(t)\right)} v(s)\right| \leq C \int_{0}^{s}\left(|s-t|+\left|v_{1}(s)-v_{2}(t)\right|\right)(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left|\partial_{\sigma} v(\sigma)\right| \mathrm{d} \sigma
$$

Proof. We use the following mean value result:

$$
\begin{aligned}
& \frac{(s-\sigma)^{-\alpha\left(s, v_{1}(s)\right)}}{\Gamma\left(1-\alpha\left(s, v_{1}(s)\right)\right)}-\frac{(s-\sigma)^{-\alpha\left(t, v_{2}(t)\right)}}{\Gamma\left(1-\alpha\left(t, v_{2}(t)\right)\right)} \\
& =-\left[\alpha\left(s, v_{1}(s)\right)-\alpha\left(t, v_{2}(t)\right)\right] \int_{0}^{1} \frac{(s-\sigma)^{-\kappa_{\omega}(s, t)} \ln (s-\sigma)}{\Gamma\left(1-\kappa_{\omega}(s, t)\right)} \mathrm{d} \omega \\
& \quad \quad+\left[\alpha\left(s, v_{1}(s)\right)-\alpha\left(t, v_{2}(t)\right)\right] \int_{0}^{1} \frac{(s-\sigma)^{-\kappa_{\omega}(s, t)} \Gamma^{\prime}\left(1-\kappa_{\omega}(s, t)\right)}{\Gamma\left(1-\kappa_{\omega}(s, t)\right)^{2}} \mathrm{~d} \omega
\end{aligned}
$$

where $\kappa_{\omega}(s, t)=(1-\omega) \alpha\left(s, v_{1}(s)\right)+\omega \alpha\left(t, v_{2}(t)\right)$. Then, using definition (4) and the identity above, we obtain the desired inequality by using the Lipschitz continuity

$$
\left|\alpha\left(s, v_{1}(s)\right)-\alpha\left(t, v_{2}(t)\right)\right| \leq C\left(|s-t|+\left|v_{1}(s)-v_{2}(t)\right|\right) .
$$

The main result of this section is the following theorem.
Theorem 3.1 Let $1<p<\frac{4}{d}, 0<\gamma<1-\frac{d}{4}$ and $\alpha_{*}<\beta<1$. Then, under condition (31), the solution of the nonlinear problem (3) satisfies

$$
\begin{align*}
& \partial_{t} u \in L^{p}\left(0, T ; L^{\infty}(\Omega)\right) \cap C^{\gamma}\left([0, T] ; L^{\infty}(\Omega)\right),  \tag{32}\\
& u \in W^{1, \infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{\infty}\left(0, T ; \dot{H}^{2}(\Omega)\right),  \tag{33}\\
& { }^{R} \partial_{t}^{\beta} \partial_{t} u \in L^{1}\left(0, T ; L^{2}(\Omega)\right), \tag{34}
\end{align*}
$$

where ${ }^{R} \partial_{t}^{\beta} \partial_{t} u$ denotes the Riemann-Liouville fractional derivative of $\partial_{t} u$, defined in terms of the Laplace transform by ${ }^{R} \partial_{t}^{\beta} \partial_{t} u=\mathcal{L}_{z}^{-1}\left[z^{\beta} \mathcal{L}\left[\partial_{t} u\right](z)\right]$.

Proof. To prove the regularity results in (32)-(34), we denote $w(t)=u(t)-u_{0}$ and rewrite (3) as

$$
\begin{cases}\partial_{t} w(t)-\Delta w(t)=\left(\Delta u_{0}+f(t)\right)-b(t) \partial_{t}^{\alpha(t, u(t))} w(t) & \text { in } \Omega \text { for } t \in(0, T]  \tag{35}\\ w(t)=0 & \text { on } \partial \Omega \text { for } t \in(0, T] \\ w(0)=0 & \text { in } \Omega\end{cases}
$$

The solution of (35) can be expressed by

$$
\begin{equation*}
w(t)=\int_{0}^{t} E(t-s)\left(\Delta u_{0}+f(s)\right) \mathrm{d} s-\int_{0}^{t} E(t-s) b(s) \partial_{s}^{\alpha(s, u(s))} w(s) \mathrm{d} s=: I(t)-J(t) \tag{36}
\end{equation*}
$$

where $E(t)=e^{t \Delta}$, with $t \geq 0$, is the semigroup of operators generated by the Dirichlet Laplacian, given by

$$
\begin{equation*}
E(t) v:=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}} e^{z t}(z-\Delta)^{-1} v \mathrm{~d} z \quad \forall v \in L^{1}(\Omega) \tag{37}
\end{equation*}
$$

where $\Gamma_{\theta}$ is the contour defined in (9). It is well known that the semigroup generated by the Dirichlet Laplacian is bounded and analytic in the sector $\Sigma_{\theta}$ (see [47]), equivalently the following estimate holds:

$$
\begin{array}{r}
\|E(t)\|_{L^{p}(\Omega) \rightarrow L^{p}(\Omega)}+t\left\|E^{\prime}(t)\right\|_{L^{p}(\Omega) \rightarrow L^{p}(\Omega)}+t\|\Delta E(t)\|_{L^{p}(\Omega) \rightarrow L^{p}(\Omega)} \leq C \\
\forall t>0, \forall 1 \leq p \leq \infty \tag{38}
\end{array}
$$

Identity (37) implies that $E(t)$ is the inverse Laplace transform of the operator $(z-\Delta)^{-1}$. Therefore,

$$
\begin{equation*}
{ }^{R} \partial_{t}^{\beta} E(t) \text { is the inverse Laplace transform of } z^{\beta}(z-\Delta)^{-1} \tag{39}
\end{equation*}
$$

This result is used in the subsequent analysis, which is divided into three parts.

### 3.1. Part I: proof of (32)

Note that $f \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right) \hookrightarrow L^{p_{0}}\left(0, T ; L^{2}(\Omega)\right)$ for all $1<p_{0}<\infty$. For any $p_{0}>\frac{4}{4-d}$ (or equivalently $1-\frac{d}{4}-\frac{1}{p_{0}}>0$ ), Theorem 2.2 implies that the solution has regularity $u \in W^{1, p_{0}}\left(0, T ; L^{2}(\Omega)\right) \cap$ $L^{p_{0}}\left(0, T ; \dot{H}^{2}(\Omega)\right)$, which is embedded into $C^{\gamma}\left([0, T] ; L^{\infty}(\Omega)\right)$ for $0<\gamma<1-\frac{d}{4}-\frac{1}{p_{0}}$; see Appendix A. Since $p_{0}$ can be arbitrarily large, it follows that

$$
\begin{equation*}
u \in C^{\gamma}\left([0, T] ; L^{\infty}(\Omega)\right) \quad \text { for any } 0<\gamma<1-\frac{d}{4} \tag{40}
\end{equation*}
$$

To prove $\partial_{t} u=\partial_{t} w \in L^{p}\left(0, T ; L^{\infty}(\Omega)\right)$ for $1<p<\frac{4}{d}$, we estimate $\partial_{t} I(t)$ and $\partial_{t} J(t)$ separately, which are defined in (36).

First, we see that

$$
\partial_{t} I(t)=\partial_{t} \int_{0}^{t} E(s)\left(\Delta u_{0}+f(t-s)\right) \mathrm{d} s=E(t)\left(\Delta u_{0}+f(0)\right)+\int_{0}^{t} E(t-s) \partial_{s} f(s) \mathrm{d} s
$$

Since $\|v\|_{L^{\infty}(\Omega)} \leq C\|v\|_{L^{2}(\Omega)}^{1-\frac{d}{4}}\|v\|_{\dot{H}^{2}(\Omega)}^{\frac{d}{4}}$ for $d \in\{1,2,3\}$, it follows from (37) that

$$
\begin{aligned}
\|E(t) v\|_{L^{\infty}(\Omega)} & \leq C \int_{\Gamma_{\theta}}\left|e^{t z}\right|\left\|(z-\Delta)^{-1} v\right\|_{L^{\infty}(\Omega)}|\mathrm{d} z| \\
& \leq C \int_{\Gamma_{\theta}}\left|e^{t z}\right|\left\|(z-\Delta)^{-1} v\right\|_{L^{2}(\Omega)}^{1-\frac{d}{4}}\left\|(z-\Delta)^{-1} v\right\|_{\dot{H}^{2}(\Omega)}^{\frac{d}{4}}|\mathrm{~d} z| \\
& \leq C \int_{\Gamma_{\theta}}\left|e^{t z}\right|\left(|z|^{-1}\|v\|_{L^{2}(\Omega)}\right)^{1-\frac{d}{4}}\|v\|_{L^{2}(\Omega)}^{\frac{d}{4}}|\mathrm{~d} z| \quad \quad \text { (here (7) is used) }
\end{aligned}
$$

$$
\leq C \int_{\Gamma_{\theta}}\left|e^{t z}\right||z|^{-\left(1-\frac{d}{4}\right)}\|v\|_{L^{2}(\Omega)}|\mathrm{d} z|
$$

$$
\leq C t^{-\frac{d}{4}}\|v\|_{L^{2}(\Omega)} \quad \forall v \in L^{2}(\Omega), \quad \text { (here (12) is used) }
$$

it follows that

$$
\left\|\partial_{t} I(t)\right\|_{L^{\infty}(\Omega)} \leq C t^{-\frac{d}{4}}\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}+C \int_{0}^{t}(t-s)^{-\frac{d}{4}}\left\|\partial_{s} f(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s
$$

which furthermore implies, for $1<p<\frac{4}{d}$,

$$
\begin{align*}
\left\|\partial_{t} I(t)\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} & \leq C\left(\int_{0}^{T} t^{-p \frac{d}{4}} \mathrm{~d} t\right)^{\frac{1}{p}}\left(\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}+\left\|\partial_{s} f\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}\right) \\
& \leq C\left(\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{41}
\end{align*}
$$

Second, we consider

$$
\begin{align*}
\partial_{t} J(t)= & \partial_{t} \int_{0}^{t} E(t-s) b(s) \partial_{s}^{\alpha(s, u(s))} w(s) \mathrm{d} s \\
= & \int_{0}^{t} E^{\prime}(t-s) b(s) \partial_{s}^{\alpha(s, u(s))} w(s) \mathrm{d} s+E(0) b(t) \partial_{t}^{\alpha(t, u(t))} w(t) \\
= & \int_{0}^{t} E^{\prime}(t-s)\left[b(s) \partial_{s}^{\alpha(s, u(s))} w(s)-b(t) \partial_{s}^{\alpha(t, u(t))} w(s)\right] \mathrm{d} s \\
& +\int_{0}^{t} E^{\prime}(t-s) b(t) \partial_{s}^{\alpha(t, u(t))} w(s) \mathrm{d} s+b(t) \partial_{t}^{\alpha(t, u(t))} w(t) \\
= & \int_{0}^{t} E^{\prime}(t-s)\left[b(s) \partial_{s}^{\alpha(s, u(s))} w(s)-b(t) \partial_{s}^{\alpha(t, u(t))} w(s)\right] \mathrm{d} s \\
& +\left.b(t)\left[\partial_{t} \int_{0}^{t} E(t-s) \partial_{s}^{\alpha\left(t_{*}, u\left(t_{*}\right)\right)} w(s) \mathrm{d} s\right]\right|_{t_{*}=t} \\
= & J_{1}(t)+J_{2}(t) \tag{42}
\end{align*}
$$

By using estimate (38), we have

$$
\begin{align*}
&\left\|J_{1}(t)\right\|_{L^{\infty}(\Omega)} \\
& \leq C \int_{0}^{t}(t-s)^{-1}\|b(s)-b(t)\|_{L^{\infty}(\Omega)}\left\|\partial_{s}^{\alpha(s, u(s))} w(s)\right\|_{L^{\infty}(\Omega)} \mathrm{d} s \\
&+C \int_{0}^{t}(t-s)^{-1}\|b(t)\|_{L^{\infty}(\Omega)}\left\|\partial_{s}^{\alpha(s, u(s))} w(s)-\partial_{s}^{\alpha(t, u(t))} w(s)\right\|_{L^{\infty}(\Omega)} \mathrm{d} s \\
& \leq C \int_{0}^{t}\left\|\partial_{s}^{\alpha(s, u(s))} w(s)\right\|_{L^{\infty}(\Omega)} \mathrm{d} s \\
&+C \int_{0}^{t}(t-s)^{-1}\left(|s-t|+\|u(s)-u(t)\|_{L^{\infty}(\Omega)}\right) \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
& \leq C \int_{0}^{t} \int_{0}^{s}(s-\sigma)^{-\alpha_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \quad \quad \text { here Lemma 3.1 is used) } \\
&+C\left(1+\|u\|_{\left.C^{\epsilon_{*}}\left([0, T] ; L^{\infty}(\Omega)\right)\right)} \int_{0}^{t}(t-s)^{-\left(1-\epsilon_{*}\right)} \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s\right. \\
& \leq C \int_{0}^{t}(t-\sigma)^{-\alpha_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma, \tag{43}
\end{align*}
$$

where we have used the Hölder regularity $u \in C^{\epsilon_{*}}\left([0, T] ; L^{\infty}(\Omega)\right)$ shown in (40) in deriving the second to last inequality, and changed in the order of integration in the last inequality. Multiplying the above
inequality by $e^{-\lambda t}$, we obtain

$$
\left\|e^{-\lambda t} J_{1}(t)\right\|_{L^{\infty}(\Omega)} \leq C \int_{0}^{t} e^{-\lambda(t-\sigma)}(t-\sigma)^{-\alpha_{*}} e^{-\lambda \sigma}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma
$$

Then, by considering the $L^{p}(0, T)$ norm of the above inequality and using Lemma 2.2, we obtain

$$
\begin{equation*}
\left\|e^{-\lambda t} J_{1}\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \leq C \lambda^{\alpha_{*}-1}\left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \tag{44}
\end{equation*}
$$

Third, we note that $J_{2}(t)=\left.b(t) \partial_{t} J_{3}\left(t, t_{*}\right)\right|_{t_{*}=t}$ with

$$
\begin{equation*}
J_{3}\left(t, t_{*}\right)=\int_{0}^{t} E(t-s) \partial_{s}^{\alpha\left(t_{*}, u\left(t_{*}\right)\right)} w(s) \mathrm{d} s \tag{45}
\end{equation*}
$$

Let $\phi\left(s, t_{*}\right)=\partial_{s}^{\alpha\left(t_{*}, u\left(t_{*}\right)\right)} w(s)$. Then for a fixed $t_{*} \in(0, T]$ we can express $\partial_{t} J_{3}\left(t, t_{*}\right)$ by using inverse Laplace transform, i.e.,

$$
\begin{aligned}
\partial_{t} J_{3}\left(t, t_{*}\right) & =\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}} e^{z t}(z-\Delta)^{-1} z \widehat{\phi}\left(z, t_{*}\right) \mathrm{d} z \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}} e^{z t}(z-\Delta)^{-1} z^{\alpha_{*}+\epsilon_{*}} z^{1-\alpha_{*}-\epsilon_{*}} \widehat{\phi}\left(z, t_{*}\right) \mathrm{d} z \\
& =\int_{0}^{t} F(t-s) \partial_{s}^{1-\alpha_{*}-\epsilon} \phi\left(s, t_{*}\right) \mathrm{d} s
\end{aligned}
$$

where

$$
F(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}} e^{z t}(z-\Delta)^{-1} z^{\alpha_{*}+\epsilon_{*}} \mathrm{~d} z
$$

which satisfies the following estimate (using (12) again):

$$
\|F(t)\|_{L^{\infty}(\Omega) \rightarrow L^{\infty}(\Omega)}=\left\|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}} e^{z t}(z-\Delta)^{-1} z^{\alpha_{*}+\epsilon_{*}} \mathrm{~d} z\right\|_{L^{\infty}(\Omega) \rightarrow L^{\infty}(\Omega)} \leq C t^{-\left(\alpha_{*}+\epsilon_{*}\right)}
$$

Therefore,

$$
\begin{equation*}
e^{-\lambda t} J_{2}(t)=e^{-\lambda t} b(t) \partial_{t} J_{3}(t, t)=b(t) \int_{0}^{t} e^{-\lambda(t-s)} F(t-s)\left[e^{-\lambda s} \partial_{s}^{1-\alpha_{*}-\epsilon_{*}} \phi(s, t)\right] \mathrm{d} s \tag{46}
\end{equation*}
$$

Since

$$
\begin{align*}
e^{-\lambda s}\left\|\partial_{s}^{1-\alpha_{*}-\epsilon_{*}} \phi(s, t)\right\|_{L^{\infty}(\Omega)} & =e^{-\lambda s}\left\|\partial_{s}^{1-\alpha_{*}-\epsilon_{*}}\left[\partial_{s}^{\alpha(t, u(t))-1} \partial_{s} w(s)\right]\right\|_{L^{\infty}(\Omega)} \\
& =e^{-\lambda s}\left\|\partial_{s}^{\alpha(t, u(t))-\alpha_{*}-\epsilon_{*}} \partial_{s} w(s)\right\|_{L^{\infty}(\Omega)} \\
& =e^{-\lambda s}\left\|K * \partial_{s} w(s)\right\|_{L^{\infty}(\Omega)} \\
& =\left\|\left(e^{-\lambda s} K(s)\right) *\left(e^{-\lambda s}\left|\partial_{t} w(s)\right|\right)\right\|_{L^{\infty}(\Omega)} \\
& \leq\left(e^{-\lambda s}\|K(s)\|_{L^{\infty}(\Omega)}\right) *\left(e^{-\lambda s}\left\|\partial_{t} w(s)\right\|_{L^{\infty}(\Omega)}\right) \\
& \leq\left(e^{-\lambda s} s^{-\left(1-\epsilon_{*}\right)}\right) *\left(e^{-\lambda s}\left\|\partial_{t} w(s)\right\|_{L^{\infty}(\Omega)}\right), \tag{47}
\end{align*}
$$

where we have used the following estimate:

$$
K(s)=\frac{s^{\alpha_{*}+\epsilon_{*}-\alpha(t, u(t))-1}}{\Gamma\left(\alpha_{*}+\epsilon_{*}-\alpha(t, u(t))\right)} \leq C s^{-\left(1-\epsilon_{*}\right)}
$$

substituting (47) into (46) yields

$$
e^{-\lambda t}\left\|J_{2}(t)\right\|_{L^{\infty}(\Omega)} \leq\|b(t)\|_{L^{\infty}(\Omega)} \int_{0}^{t} e^{-\lambda(t-s)}\|F(t-s)\|_{L^{\infty}(\Omega) \rightarrow L^{\infty}(\Omega)} e^{-\lambda s}\left\|\partial_{s}^{1-\alpha_{*}-\epsilon_{*}} \phi(s, t)\right\|_{L^{\infty}(\Omega)} \mathrm{d} s
$$

$$
\leq C \int_{0}^{t} e^{-\lambda(t-s)}(t-s)^{-\left(\alpha_{*}+\epsilon_{*}\right)}\left[\left(e^{-\lambda s} s^{-\left(1-\epsilon_{*}\right)}\right) *\left(e^{-\lambda s}\left\|\partial_{t} w(s)\right\|_{L^{\infty}(\Omega)}\right)\right] \mathrm{d} s
$$

Therefore, by using Lemma 2.2,

$$
\begin{align*}
\left\|e^{-\lambda t} J_{2}\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} & \leq C \lambda^{\alpha_{*}+\epsilon_{*}-1}\left\|\left(e^{-\lambda s} s^{-\left(1-\epsilon_{*}\right)}\right) *\left(e^{-\lambda s}\left\|\partial_{t} w(s)\right\|_{L^{\infty}(\Omega)}\right)\right\|_{L^{p}(0, T)} \\
& \leq C \lambda^{\alpha_{*}+\epsilon_{*}-1}\left\|\left(e^{-\lambda s} s^{-\left(1-\epsilon_{*}\right)}\right)\right\|_{L^{1}(0, T)}\left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \\
& \leq C \lambda^{\alpha_{*}-1}\left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} . \tag{48}
\end{align*}
$$

Substituting estimates (44) and (48) into (42), we obtain

$$
\begin{equation*}
\left\|e^{-\lambda t} \partial_{t} J\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \leq C \lambda^{\alpha_{*}-1}\left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} . \tag{49}
\end{equation*}
$$

Then substituting (41) and (49) into (36) yields

$$
\begin{aligned}
& \left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \\
& \leq\left\|e^{-\lambda t} \partial_{t} I\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)}+\left\|e^{-\lambda t} \partial_{t} J\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \\
& \leq\left\|\partial_{t} I\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)}+\left\|e^{-\lambda t} \partial_{t} J\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \\
& \leq C\left(\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right)+C \lambda^{\alpha_{*}-1}\left\|e^{-\lambda t} \partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)}
\end{aligned}
$$

By choosing a sufficiently large $\lambda$, the last term on the right-hand side can be absorbed by the left-hand side. As a result, we obtain

$$
\left\|\partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \leq C\left(\left\|\Delta u_{0}\right\|_{L^{2}(\Omega)}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right)
$$

This proves (32) in view of $\partial_{t} u=\partial_{t} w$.

### 3.2. Part II: proof of (33)

By using expressions (36) and (42), we have

$$
\begin{equation*}
\partial_{t} w(t)=\partial_{t} I(t)-J_{1}(t)-J_{2}(t) \tag{50}
\end{equation*}
$$

We use this expression to prove (33).
First, by using the semigroup estimate (38),

$$
\begin{align*}
\left\|\partial_{t} I(t)\right\|_{L^{2}(\Omega)} & =\left\|E(t)\left(\Delta u_{0}+f(0)\right)+\int_{0}^{t} E(s) \partial_{t} f(t-s) \mathrm{d} s\right\|_{L^{2}(\Omega)} \\
& \leq\|E(t)\|\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}+\int_{0}^{t}\|E(s)\|\left\|\partial_{t} f(t-s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& \leq C\left(\left\|u_{0}\right\|_{\dot{H}^{2}(\Omega)}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{51}
\end{align*}
$$

Second, similarly as (43), by using Lemma 3.1 we have

$$
\begin{aligned}
\left\|J_{1}(t)\right\|_{L^{2}(\Omega)} \leq & C \int_{0}^{t}(t-s)^{-1}\|b(s)-b(t)\|_{L^{\infty}(\Omega)}\left\|\partial_{s}^{\alpha(s, u(s))} w(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& +C \int_{0}^{t}(t-s)^{-1}\|b(t)\|_{L^{\infty}(\Omega)}\left\|\partial_{s}^{\alpha(s, u(s))} w(s)-\partial_{s}^{\alpha(t, u(t))} w(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
\leq & C \int_{0}^{t} \int_{0}^{s}(s-\sigma)^{-\alpha_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \quad \text { (Lemma 3.1 is used) } \\
& +C \int_{0}^{t}(t-s)^{-1}\left(|t-s|+\|u(t)-u(s)\|_{L^{\infty}(\Omega)}\right) \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s
\end{aligned}
$$

$$
\begin{align*}
\leq & C \int_{0}^{t} \int_{0}^{s}(s-\sigma)^{-\alpha_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \quad \text { (Hölder regularity (40) is used) } \\
& +C \int_{0}^{t}(t-s)^{-\left(1-\epsilon_{*}\right)} \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
\leq & C \int_{0}^{t}(t-\sigma)^{-\alpha_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \tag{52}
\end{align*}
$$

where we have changed the order of integration in the deriving the last inequality.
Third, by using expression $J_{2}(t)=\left.b(t) \partial_{t} J_{3}\left(t, t_{*}\right)\right|_{t_{*}=t}$ in (45) and estimates (46)-(47) with $\lambda=0$, we have

$$
\begin{align*}
\left\|J_{2}(t)\right\|_{L^{2}(\Omega)} & \leq\|b(t)\|_{L^{\infty}(\Omega)} \int_{0}^{t}\|F(t-s)\|\left\|\partial_{s}^{1-\alpha_{*}-\epsilon_{*}} \phi(s, t)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& \leq C \int_{0}^{t}(t-s)^{-\left(\alpha_{*}+\epsilon_{*}\right)} \int_{0}^{s}(s-\sigma)^{-\left(1-\epsilon_{*}\right)}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
& \leq C \int_{0}^{t}(t-\sigma)^{-\alpha_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \tag{53}
\end{align*}
$$

where we have changed the order of integration in deriving the last inequality.
Finally, substituting estimates (51)-(53) into (50), we have

$$
\left\|\partial_{t} w(t)\right\|_{L^{2}(\Omega)} \leq C\left(\left\|u_{0}\right\|_{\dot{H}^{2}(\Omega)}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right)+C \int_{0}^{t}(t-\sigma)^{-\alpha_{*}}\left\|\partial_{s} w(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s
$$

By applying Gronwall's inequality with weakly singular kernels (see [11, Lemma 1]), we can remove the last term on the right-hand side of the above inequality. This yields $\partial_{t} w \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and therefore

$$
\left\|\partial_{t}^{\alpha(t, u(t))} w(t)\right\|_{L^{2}(\Omega)} \leq C \int_{0}^{t}(t-s)^{-\alpha_{*}}\left\|\partial_{t} w(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \leq C
$$

Since both $\partial_{t} w$ and $\partial_{t}^{\alpha(t, u(t))} w$ are in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$, from equation (35) we obtain $\Delta w=\partial_{t} w+$ $b \partial_{t}^{\alpha(t, u(t))} w-f \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$, which implies $w \in L^{\infty}\left(0, T ; \dot{H}^{2}(\Omega)\right)$. This proves (33).

### 3.3. Part III: proof of (34)

By using expression (36), we have

$$
\begin{equation*}
{ }^{R} \partial_{t}^{\beta} \partial_{t} w(t)={ }^{R} \partial_{t}^{\beta} \partial_{t} I(t)-{ }^{R} \partial_{t}^{\beta} \partial_{t} J(t), \tag{54}
\end{equation*}
$$

with

$$
\begin{aligned}
{ }^{R} \partial_{t}^{\beta} \partial_{t} I(t) & ={ }^{R} \partial_{t}^{\beta} E(t)\left(\Delta u_{0}+f(0)\right)+{ }^{R} \partial_{t}^{\beta} \int_{0}^{t} E(s) \partial_{t} f(t-s) \mathrm{d} s \\
{ }^{R} \partial_{t}^{\beta} \partial_{t} J(t) & ={ }^{R} \partial_{t}^{\beta} \partial_{t} \int_{0}^{t} E(t-s) b(s) \partial_{s}^{\alpha(s, u(s))} w(s) \mathrm{d} s \\
& =\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} e^{z t} z^{1+\beta}(z-\Delta)^{-1} \mathcal{L}_{s}\left[b(s) \partial_{s}^{\alpha(s, u(s))} w(s)\right](z) \mathrm{d} z
\end{aligned}
$$

where we have used (39) in the two identities above.
The two terms in the expression of ${ }^{R} \partial_{t}^{\beta} \partial_{t} I(t)$ can be estimated by using (39) and (12) directly:

$$
\begin{aligned}
\left\|^{R} \partial_{t}^{\beta} E(t)\left(\Delta u_{0}+f(0)\right)\right\|_{L^{2}(\Omega)} & =\left\|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}} e^{z t} z^{\beta}(z-\Delta)^{-1}\left(\Delta u_{0}+f(0)\right) \mathrm{d} z\right\|_{L^{2}(\Omega)} \\
& \leq C \int_{\Gamma_{\theta}}\left|e^{z t}\right||z|^{\beta-1}|\mathrm{~d} z|\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

$$
\leq C t^{-\beta}\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}
$$

and

$$
\begin{aligned}
\left\|R \partial_{t}^{\beta} \int_{0}^{t} E(s) \partial_{t} f(t-s) \mathrm{d} s\right\|_{L^{2}(\Omega)} & =\left\|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}} e^{z t} z^{\beta}(z-\Delta)^{-1} \mathcal{L}\left[\partial_{t} f\right](z) \mathrm{d} z\right\|_{L^{2}(\Omega)} \\
& =\left\|\int_{0}^{t}{ }^{R} \partial_{t}^{\beta} E(s) \partial_{t} f(t-s) \mathrm{d} s\right\|_{L^{2}(\Omega)} \\
& \leq C \int_{0}^{t}(t-s)^{-\beta}\left\|\partial_{s} f(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& =C t^{-\beta} *\left\|\partial_{t} f(t)\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

where we have used the following estimate, as a result of (12):

$$
\left\|{ }^{R} \partial_{t}^{\beta} E(s)\right\|=\left\|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} e^{z s} z^{\beta}(z-\Delta)^{-1} \mathrm{~d} z\right\| \leq C s^{-\beta}
$$

Since $t^{-\beta}$ is integrable in time, it follows that

$$
\begin{aligned}
\left\|t^{-\beta}\right\| \Delta u_{0}+f(0)\left\|_{L^{2}(\Omega)}\right\|_{L^{1}(0, T)} & \leq C\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)}, \\
\left\|t^{-\beta} *\right\| \partial_{t} f\left\|_{L^{2}(\Omega)}\right\|_{L^{1}(0, T)} & \leq C\left\|\partial_{t} f\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} .
\end{aligned}
$$

This implies

$$
\begin{equation*}
\left\|R \partial_{t}^{\beta} \partial_{t} I(t)\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} \leq C\left(\left\|u_{0}\right\|_{\dot{H}^{2}(\Omega)}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{55}
\end{equation*}
$$

To estimate ${ }^{R} \partial_{t}^{\beta} \partial_{t} J(t)$, we decompose it in the following way:

$$
\begin{aligned}
{ }^{R} \partial_{t}^{\beta} \partial_{t} J(t)= & \frac{1}{2 \pi i} \int_{\Gamma_{\theta}} e^{z t} z^{1+\beta}(z-\Delta)^{-1} \mathcal{L}_{s}\left[b(s) \partial_{s}^{\alpha(s, u(s))} w(s)-b(t) \partial_{s}^{\alpha(t, u(t))} w(s)\right](z) \mathrm{d} z \\
& +\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} e^{z t} z^{1+\beta}(z-\Delta)^{-1} \mathcal{L}_{s}\left[b(t) \partial_{s}^{\alpha(t, u(t))} w(s)\right](z) \mathrm{d} z \\
= & \widetilde{J}_{1}(t)+\widetilde{J}_{2}(t)
\end{aligned}
$$

If we denote

$$
F_{2}(t)=\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} z^{\beta}(z-\Delta)^{-1} e^{z t} \mathrm{~d} z, \quad \text { with } \quad\left\|F_{2}(t)\right\| \leq C t^{-\beta} \quad \text { and } \quad\left\|F_{2}^{\prime}(t)\right\| \leq C t^{-1-\beta}
$$

then

$$
\begin{aligned}
\widetilde{J}_{1}(t)= & \partial_{t} \int_{0}^{t} F_{2}(t-s)\left[b(s) \partial_{s}^{\alpha(s, u(s))} w(s)-b(t) \partial_{s}^{\alpha(t, u(t))} w(s)\right] \mathrm{d} s \\
= & \partial_{t} \int_{0}^{t} F_{2}(t-s)(b(s)-b(t)) \partial_{s}^{\alpha(s, u(s))} w(s) \mathrm{d} s \\
& +\partial_{t} \int_{0}^{t} F_{2}(t-s) b(t)\left[\partial_{s}^{\alpha(s, u(s))} w(s)-\partial_{s}^{\alpha(t, u(t))} w(s)\right] \mathrm{d} s \\
= & \int_{0}^{t} F_{2}^{\prime}(t-s)(b(s)-b(t)) \partial_{s}^{\alpha(s, u(s))} w(s) \mathrm{d} s \\
& -\partial_{t} b(t) \int_{0}^{t} F_{2}(t-s) \partial_{s}^{\alpha(t, u(t))} w(s) \mathrm{d} s \\
& +b(t) \int_{0}^{t} F_{2}^{\prime}(t-s)\left[\partial_{s}^{\alpha(s, u(s))} w(s)-\partial_{s}^{\alpha(t, u(t))} w(s)\right] \mathrm{d} s
\end{aligned}
$$

$$
\begin{aligned}
& -b(t) \int_{0}^{t} F_{2}(t-s) \partial_{t} \partial_{s}^{\alpha(t, u(t))} w(s) \mathrm{d} s \\
\widetilde{J}_{2}(t)= & \frac{1}{2 \pi i} \int_{\Gamma_{\theta}} e^{z t} z^{1+\beta}(z-\Delta)^{-1} b(t) z^{\alpha(t, u(t))} \mathcal{L}_{s}[w(s)](z) \mathrm{d} z \\
= & \frac{1}{2 \pi i} \int_{\Gamma_{\theta}} e^{z t} z^{\beta}(z-\Delta)^{-1} b(t) z^{\alpha(t, u(t))} \mathcal{L}_{s}\left[\partial_{s} w(s)\right](z) \mathrm{d} z \\
= & b(t) \int_{0}^{t} F_{2}(t-s)^{R} \partial_{s}^{\alpha(t, u(t))} \partial_{s} w(s) \mathrm{d} s
\end{aligned}
$$

where we have used the identity $\mathcal{L}_{s}\left[{ }^{R} \partial_{s}^{\alpha(t, u(t))} \partial_{s} w(s)\right]=z^{\alpha(t, u(t))} \mathcal{L}_{s}\left[\partial_{s} w(s)\right]$.
By using Lemma 3.1, we have

$$
\begin{aligned}
\| & \widetilde{J}_{1}(t) \|_{L^{2}(\Omega)} \\
\leq & C \int_{0}^{t}(t-s)^{-1-\beta}\|b(s)-b(t)\|_{L^{2}(\Omega)} \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
& +C \int_{0}^{t}(t-s)^{-\beta} \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
& +C \int_{0}^{t}(t-s)^{-1-\beta}\left(|t-s|+\|u(s)-u(t)\|_{L^{2}(\Omega)}\right) \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
& +C \int_{0}^{t}(t-s)^{-\beta}\left(1+\left\|\partial_{t} u\right\|_{L^{2}(\Omega)}\right) \int_{0}^{s}(s-\sigma)^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
\leq & C \int_{0}^{t}(t-\sigma)^{1-\beta-\alpha_{*}-\epsilon_{*}}\left\|\partial_{\sigma} w(\sigma)\right\|_{L^{\infty}(\Omega)} \mathrm{d} \sigma .
\end{aligned}
$$

where we have used the regularity $\partial_{t} u \in C\left([0, T] ; L^{2}(\Omega)\right)$ proved in Part II of the proof, and changed the order of integration in deriving the last inequality. Since $1-\beta-\alpha_{*}-\epsilon_{*}>-1$, it follows that $t^{1-\beta-\alpha_{*}-\epsilon_{*}}$ is integrable in time. Therefore,

$$
\begin{equation*}
\left\|\widetilde{J}_{1}\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} \leq C\left\|t^{1-\beta-\alpha_{*}-\epsilon_{*}}\right\|_{L^{1}(0, T)}\left\|\partial_{t} w\right\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)} \leq C \tag{56}
\end{equation*}
$$

where we have used the regularity (32) proved in Part I of the proof.
Since $\beta>\alpha_{*}$, it follows that $\alpha(t, u(t))-\beta \leq \alpha_{*}-\beta<0$ and therefore

$$
\begin{aligned}
\left\|\widetilde{J}_{2}(t)\right\|_{L^{2}(\Omega)} & =\int_{0}^{t} F_{2}(t-s)^{R} \partial_{s}^{\alpha(t, u(t))} \partial_{s} w(s) \mathrm{d} s \\
& \leq C \int_{0}^{t}(t-s)^{-\beta}\left\|^{R} \partial_{s}^{\alpha(t, u(t))-\beta R} \partial_{s}^{\beta} \partial_{s} w(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& \leq C \int_{0}^{t}(t-s)^{-\beta} \int_{0}^{s}(s-\sigma)^{-\left(1+\alpha_{*}-\beta\right)}\left\|^{R} \partial_{\sigma}^{\beta} \partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \mathrm{~d} s \\
& \leq C \int_{0}^{t}(t-\sigma)^{-\alpha_{*}}\left\|^{R} \partial_{\sigma}^{\beta} \partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma
\end{aligned}
$$

where we have changed the order of integration in deriving the last inequality.
Since ${ }^{R} \partial_{t}^{\beta} \partial_{t} J(t)=\widetilde{J}_{1}(t)+\widetilde{J}_{2}(t)$, substituting the estimate of $\widetilde{J}_{2}(t)$ into (54) yields

$$
\begin{aligned}
\| & { }^{R} \partial_{t}^{\beta} \partial_{t} w(t) \|_{L^{2}(\Omega)} \leq \\
\leq & \left\|^{R} \partial_{t}^{\beta} \partial_{t} I(t)\right\|_{L^{2}(\Omega)}+\left\|{ }^{R} \partial_{t}^{\beta} \partial_{t} J(t)\right\|_{L^{2}(\Omega)} \\
& +C \int_{L^{2}(\Omega)}+\left\|\widetilde{J}_{1}(t)\right\|_{L^{2}(\Omega)} \\
& (t-\sigma)^{-\alpha_{*}}\left\|^{R} \partial_{\sigma}^{\beta} \partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma .
\end{aligned}
$$

Multiplying the inequality above by $e^{-\lambda t}$ and considering the $L^{1}(0, T)$ norm, we obtain

$$
\begin{aligned}
& \left\|e^{-\lambda t}\right\|^{R} \partial_{t}^{\beta} \partial_{t} w\left\|_{L^{2}(\Omega)}\right\|_{L^{1}(0, T)} \\
& \leq\left\|{ }^{R} \partial_{t}^{\beta} \partial_{t} I\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}+\left\|\widetilde{J}_{1}\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} \\
& \quad+C\left\|\int_{0}^{t} e^{-\lambda(t-\sigma)}(t-\sigma)^{-\alpha_{*}} e^{-\lambda \sigma}\right\|^{R} \partial_{\sigma}^{\beta} \partial_{\sigma} w(\sigma)\left\|_{L^{2}(\Omega)} \mathrm{d} \sigma\right\|_{L^{1}(0, T)} \\
& \leq C+C\left(\int_{0}^{T} e^{-\lambda t} t^{-\alpha_{*}} \mathrm{~d} t\right) \int_{0}^{T} e^{-\lambda \sigma}\left\|^{R} \partial_{\sigma}^{\beta} \partial_{\sigma} w(\sigma)\right\|_{L^{2}(\Omega)} \mathrm{d} \sigma \\
& \leq C+C \lambda^{\alpha_{*}-1}\left\|e^{-\lambda t}\right\|^{R} \partial_{t}^{\beta} \partial_{t} w\left\|_{L^{2}(\Omega)}\right\|_{L^{1}(0, T)}
\end{aligned}
$$

where we have used (55) and (56), and Lemma 2.2, in deriving the second to last inequality. By choosing a sufficiently large $\lambda$, the second term on the right-hand side can be absorbed by the lefthand side. Then we obtain (34).

The proof of Theorem 3.1 is complete.

## 4. Numerical approximation

In this section, we propose a linearly implicit time-stepping method for discretizing (3) in time, and present an error estimate based on the regularity results proved in Theorem 3.1.

### 4.1. A linearly implicit method

Let $t_{n}=n \tau, n=0,1, \ldots, N$, be a uniform partition of the time interval $[0, T]$ with stepsize $\tau=T / N$. We consider the following time-stepping method: for given functions $u_{j} \in \dot{H}^{2}(\Omega), j=$ $0,1, \ldots, n-1$, find $u_{n} \in \dot{H}^{2}(\Omega)$ satisfying the equation

$$
\begin{equation*}
\bar{\partial}_{\tau} u_{n}(x)+b\left(x, t_{n}\right) \bar{\partial}_{\tau}^{\alpha\left(x, t_{n}, u_{n-1}\right)}\left(u_{n}(x)-u_{0}(x)\right)-\Delta u_{n}(x)=f_{n}(x) \tag{57}
\end{equation*}
$$

where $f_{n}(x)=f\left(x, t_{n}\right), \bar{\partial}_{\tau} u_{n}(x)=\left(u_{n}(x)-u_{n-1}(x)\right) / \tau$, and $\bar{\partial}_{\tau}^{\alpha\left(x, t_{n}, u_{n-1}\right)}\left(u_{n}(x)-u_{0}(x)\right)$ denotes the CQ generated by the backward Euler method, i.e.,

$$
\begin{equation*}
\bar{\partial}_{\tau}^{\alpha\left(x, t_{n}, u_{n-1}\right)}\left(u_{n}(x)-u_{0}(x)\right)=\sum_{j=0}^{n} \kappa_{j}\left(x, t_{n}, u_{n-1}\right)\left(u_{n-j}(x)-u_{0}(x)\right), \tag{58}
\end{equation*}
$$

with $\kappa_{j}\left(x, t_{n}, u_{n-1}\right)$ being the coefficients in the power series expansion

$$
\begin{equation*}
\left(\frac{1-\zeta}{\tau}\right)^{\alpha\left(x, t_{n}, u_{n-1}\right)}=\sum_{j=0}^{\infty} \kappa_{j}\left(x, t_{n}, u_{n-1}\right) \zeta^{j} \quad \text { for } \zeta \in \mathbb{C} \text { such that }|\zeta|<1 \tag{59}
\end{equation*}
$$

We have used an explicit scheme in the nonlinear fractional order to linearize the equation. For abbreviation, we denote

$$
\alpha\left(t_{n}, u_{n-1}\right)=\alpha\left(\cdot, t_{n}, u_{n-1}\right) \quad \text { and } \quad \kappa_{j}\left(t_{n}, u_{n-1}\right)=\kappa_{j}\left(\cdot, t_{n}, u_{n-1}\right)
$$

in the following error analysis.
By using Cauchy's integral formula, the coefficients in the power series expansion (59) can be expressed as

$$
\begin{aligned}
\kappa_{j}\left(t_{n}, u_{n-1}\right)= & \frac{1}{2 \pi i} \int_{|\zeta|=1}\left(\frac{1-\zeta}{\tau}\right)^{\alpha\left(t_{n}, u_{n-1}\right)} \zeta^{-j-1} \mathrm{~d} \zeta \\
& =\frac{\tau}{2 \pi i} \int_{\substack{z=i \xi \\
|\xi| \leq \frac{\pi}{\tau}}}\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\alpha\left(t_{n}, u_{n-1}\right)} e^{t_{j} z} \mathrm{~d} z \quad \text { (change of variable } \zeta=e^{-\tau z} \text { ) }
\end{aligned}
$$

$$
=\frac{\tau}{2 \pi i} \int_{\Gamma_{\theta}^{\tau}}\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\alpha\left(t_{n}, u_{n-1}\right)} e^{t_{j} z} \mathrm{~d} z
$$

where we have deformed the contour of integration in the last equality to

$$
\begin{equation*}
\Gamma_{\theta}^{\tau}=\left\{z \in \Gamma_{\theta}:|\operatorname{Im}(z)| \leq \pi / \tau\right\} \tag{60}
\end{equation*}
$$

which is a finite part of the contour $\Gamma_{\theta}$ defined in (9). This technique (of deforming the contour to the left half of the complex plane) is often used in analysis of CQ in the literature; see [31,33]. Similarly as (12), contour integrals on the finite part $\Gamma_{\theta}^{\tau}$ satisfy the following estimates:

$$
\begin{equation*}
\int_{\Gamma_{\theta}^{\tau}}\left|z \gamma^{\gamma-1}\right| e^{t z}| | \mathrm{d} z \mid \leq C(\tau+t)^{-\gamma} \quad \text { and } \quad\left\|\int_{\Gamma_{\theta}^{\tau}} z^{\gamma}(z-\Delta)^{-1} e^{t z} \mathrm{~d} z\right\| \leq C(\tau+t)^{-\gamma} \tag{61}
\end{equation*}
$$

The extra $\tau$ in $(\tau+t)^{-\gamma}$ can be obtained by using the property $\left|e^{t z}\right| \leq C\left|e^{(\tau+t) z}\right|$, which holds because $\tau|z| \leq \pi / \sin (\theta)$ on the contour $\Gamma_{\theta}^{\tau}$. We shall frequently use these estimates in the subsequent error analysis.

### 4.2. Consistency of CQ

The consistency error of CQ has been studied in the literature for sufficiently smooth function. Here we present analysis for the consistency error based on the regularity results proved in Theorem 3.1.

Lemma 4.1 Under condition (31), if $v(0)=0$ and ${ }^{R} \partial_{t}^{\beta} \partial_{t} v \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$ for some $\alpha_{*}<\beta<1$, then

$$
\tau \sum_{n=1}^{N}\left\|\partial_{t}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \leq C \tau\left\|^{R} \partial_{t}^{\beta} \partial_{t} v\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}
$$

where $u(t)$ is the solution of the continuous problem (3).
Proof. First, we define $K_{\tau, \epsilon}^{n}(t)=\sum_{j=0}^{\infty} \kappa_{j}\left(t_{n}, u\left(t_{n}\right)\right) \delta_{t_{j}+\epsilon}(t)$ with $0<\epsilon<\tau$, where $\delta_{t_{j}+\epsilon}(t)$ is the delta function concentrated at the point $t_{j}+\epsilon$. Then

$$
\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{n}\right)=\left.\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{m}\right)\right|_{t_{m}=t_{n}}
$$

and

$$
\begin{aligned}
\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{m}\right)=\sum_{j=0}^{m} \kappa_{j}\left(t_{n}, u\left(t_{n}\right)\right) v\left(t_{m-j}\right) & =\lim _{\epsilon \rightarrow 0} \int_{0}^{t_{m}} K_{\tau, \epsilon}^{n}(s) v\left(t_{m}-s\right) \mathrm{d} s \\
& =\lim _{\epsilon \rightarrow 0} K_{\tau, \epsilon}^{n} * v\left(t_{m}\right) \\
& =\lim _{\epsilon \rightarrow 0}\left(K_{\tau, \epsilon}^{n} * 1\right) * \partial_{t} v\left(t_{m}\right) \quad \text { for } m \geq 1
\end{aligned}
$$

where we have used the Newton-Leibnitz formula $v(t)=v(0)+\int_{0}^{t} \partial_{t} v(s) \mathrm{d} s=\left(1 * \partial_{t} v\right)(t)$ (when $v(0)=0)$. The Laplace transform of the kernel $\lim _{\epsilon \rightarrow 0} K_{\tau, \epsilon}^{n} * 1$ is

$$
\begin{align*}
\mathcal{L}\left[\lim _{\epsilon \rightarrow 0} K_{\tau, \epsilon}^{n} * 1\right](z)=\mathcal{L}\left[\lim _{\epsilon \rightarrow 0} K_{\tau, \epsilon}^{n}\right](z) \mathcal{L}[1](z) & =\left(\sum_{j=0}^{\infty} \kappa_{j}\left(t_{n}, u\left(t_{n}\right)\right) e^{-j \tau z}\right) z^{-1} \\
& =\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} z^{-1} \tag{62}
\end{align*}
$$

where we have used the definition of $\kappa_{j}$ in (59).

Second, we note that

$$
\partial_{t}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{m}\right)=\int_{0}^{t_{m}} E^{n}\left(t_{m}-s\right) \partial_{t} v(s) \mathrm{d} s=E^{n} * \partial_{t} v\left(t_{m}\right),
$$

with

$$
\begin{align*}
& E^{n}(t)=\frac{1}{\Gamma\left(1-\alpha\left(u\left(t_{n}\right)\right)\right)} t^{-\alpha\left(t_{n}, u\left(t_{n}\right)\right)}=\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} z^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)-1} e^{t z} \mathrm{~d} z, \\
& { }^{R} \partial_{t}^{1-\beta} E^{n}(t)=\mathcal{L}_{z}^{-1}\left[z^{1-\beta} \mathcal{L} E^{n}(z)\right]=\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} z^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)-\beta} e^{t z} \mathrm{~d} z . \tag{63}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{m}\right)-\partial_{t}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{m}\right) & =\left(\lim _{\epsilon \rightarrow 0} K_{\tau, \epsilon}^{n} * 1-E^{n}\right) * \partial_{t} v\left(t_{m}\right) \\
& =\mathcal{L}_{z}^{-1}\left[\mathcal{L}\left[\lim _{\epsilon \rightarrow 0} K_{\tau, \epsilon}^{n} * 1-E^{n}\right](z) \mathcal{L}\left[\partial_{t} v\right](z)\right]\left(t_{m}\right) \\
& =\mathcal{L}_{z}^{-1}\left[z^{-\beta} \mathcal{L}\left[K_{\tau, \epsilon}^{n} * 1-E^{n}\right](z) z^{\beta} \mathcal{L}\left[\partial_{t} v\right](z)\right]\left(t_{m}\right) \\
& =F *\left({ }^{R} \partial_{t}^{\beta} \partial_{t} v\right)\left(t_{m}\right), \tag{64}
\end{align*}
$$

with

$$
\begin{aligned}
F(t) & =\mathcal{L}_{z}^{-1}\left[z^{-\beta} \mathcal{L}\left[K_{\tau, \epsilon}^{n} * 1-E^{n}\right](z)\right](t) \\
& =\frac{1}{2 \pi i} \int_{\Gamma_{\theta}}\left[\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)}-z^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)}\right] z^{-\beta-1} e^{t z} \mathrm{~d} z,
\end{aligned}
$$

where we have used (62). In estimating $F(t)$, we consider the two cases $t \geq \tau$ and $t \in(0, \tau)$ separately.
If $t \geq \tau$ then

$$
\begin{aligned}
|F(t)| & \leq \int_{\Gamma_{\theta}^{\tau}} C \tau|z|^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)-\beta} e^{t \operatorname{Re}(z)}|\mathrm{d} z|+\int_{\Gamma_{\theta} \backslash \Gamma_{\theta}^{\tau}} C \tau|z|^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)-\beta} e^{\left(t-\alpha_{*} \tau\right) \operatorname{Re}(z)}|\mathrm{d} z| \\
& \leq C \tau t^{\beta-\alpha\left(t_{n}, u\left(t_{n}\right)\right)-1} .
\end{aligned}
$$

If $t \in(0, \tau)$ then

$$
\begin{aligned}
|F(t)| & =\left|{ }^{R} \partial_{t}^{-\beta}\left(K_{\tau, \epsilon}^{n} * 1\right)-{ }^{R} \partial_{t}^{-\beta} E^{n}\right| \\
& =\left|\frac{1}{\Gamma(1+\beta)} \tau^{-\alpha\left(t_{n}, u\left(t_{n}\right)\right)} t^{\beta}-\frac{1}{\Gamma\left(1+\beta-\alpha\left(t_{n}, u\left(t_{n}\right)\right)\right.} t^{\beta-\alpha\left(t_{n}, u\left(t_{n}\right)\right)}\right| \\
& \leq C \tau^{\beta-\alpha\left(t_{n}, u\left(t_{n}\right)\right)} \\
& \leq C \tau(\tau+t)^{\beta-\alpha\left(t_{n}, u\left(t_{n}\right)\right)} .
\end{aligned}
$$

Overall, combining the two cases $t \geq \tau$ and $t \in(0, \tau)$, we have

$$
|F(t)| \leq C \tau(\tau+t)^{\beta-\alpha\left(t_{n}, u\left(t_{n}\right)\right)-1} \leq C \tau(\tau+t)^{\beta-\alpha_{*}-1} .
$$

Using this estimate in (64), we have

$$
\begin{aligned}
\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{n}\right)-\partial_{t}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{n}\right)\right\|_{L^{2}(\Omega)} & =\left\|F *\left({ }^{R} \partial_{t}^{\beta} \partial_{t} v\right)\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& \leq \int_{0}^{t_{n}}\left\|F\left(t_{n}-s\right)\right\|_{L^{\infty}(\Omega)}\left\|^{R} \partial_{t}^{\beta} v(s)\right\|_{L^{2}(\Omega)} \\
& \leq \int_{0}^{t_{n}} C \tau\left(t_{n+1}-s\right)^{\beta-\alpha_{*}-1}\left\|^{R} \partial_{t}^{\beta} v(s)\right\|_{L^{2}(\Omega)} .
\end{aligned}
$$

Summing up the inequality above for $n=1, \ldots, N$, we obtain

$$
\begin{aligned}
& \tau \sum_{n=1}^{N}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{n}\right)-\partial_{t}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} v\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& \leq C \tau\left[\tau \sum_{n=0}^{N} t_{n+1}^{\beta-\alpha_{*}-1}\right]\left\|^{R} \partial_{t}^{\beta} v(s)\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)} \leq C \tau\left\|^{R} \partial_{t}^{\beta} v(s)\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}
\end{aligned}
$$

This proves the desired estimate in Lemma 4.1.

### 4.3. Convergence of numerical solutions

In Theorem 3.1, we have proved the regularity ${ }^{R} \partial_{t}^{\beta} \partial_{t} u \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$ for $\alpha_{*}<\beta<1$, which together with Lemma 4.1 imply

$$
\begin{equation*}
\tau \sum_{n=1}^{N}\left\|\partial_{t}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} u\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)}\left(u\left(t_{n}\right)-u_{0}\right)\right\|_{L^{2}(\Omega)} \leq C \tau \tag{65}
\end{equation*}
$$

This result is used to prove convergence of numerical solutions in this subsection.
Theorem 4.1 (Error estimate) Under assumptions (31), there exists a positive constant $\tau_{0}$, such that when $\tau \leq \tau_{0}$, the discrete solution given by (57) satisfies the following error estimate:

$$
\max _{1 \leq n \leq N}\left\|u\left(t_{n}\right)-u_{n}\right\|_{L^{2}(\Omega)} \leq C \tau
$$

Proof. Let $w_{n}=u_{n}-u_{0}$ and rewrite (57) as

$$
\begin{equation*}
\bar{\partial}_{\tau} w_{n}-\Delta w_{n}=\left(\Delta u_{0}+f_{n}\right)-b\left(t_{n}\right) \bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} w_{n} \tag{66}
\end{equation*}
$$

Then the solution of (66) can be expressed as

$$
\begin{equation*}
w_{m}=\tau \sum_{n=1}^{m} E_{m-n}\left(\Delta u_{0}+f_{n}\right)-\tau \sum_{n=1}^{m} E_{m-n} b\left(t_{n}\right) \bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} w_{n}=: I_{m}-J_{m} \tag{67}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{n}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{\theta}^{\tau}}\left(\frac{1-e^{-\tau z}}{\tau}-\Delta\right)^{-1} e^{t_{n} z} \mathrm{~d} z \tag{68}
\end{equation*}
$$

which satisfies the following standard estimate (as a result of (61)):

$$
\begin{equation*}
\left\|E_{n}\right\|_{L^{2}(\Omega) \rightarrow L^{2}(\Omega)} \leq C \quad \forall n=1,2, \ldots \tag{69}
\end{equation*}
$$

Similarly, let $w(t)=u(t)-u_{0}$ and rewrite (3) as (35). The exact solution of (35) can be expressed as (36). The difference between (67) and (36) yields

$$
\begin{equation*}
u_{m}-u\left(t_{m}\right)=w_{m}-w\left(t_{m}\right)=\left(I_{m}-I\left(t_{m}\right)\right)-\left(J_{m}-J\left(t_{m}\right)\right) . \tag{70}
\end{equation*}
$$

In the following, we estimate the two part of the error separately. The proof is divided into two parts.

Part I: Estimation for $\left\|u_{m}-u\left(t_{m}\right)\right\|_{L^{2}(\Omega)}$ in terms of $\tau \sum_{j=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)}$.
We consider the $L^{2}$ norm of the error in (70):

$$
\begin{equation*}
\left\|u_{m}-u\left(t_{m}\right)\right\|_{L^{2}(\Omega)} \leq\left\|I_{m}-I\left(t_{m}\right)\right\|_{L^{2}(\Omega)}+\left\|J_{m}-J\left(t_{m}\right)\right\|_{L^{2}(\Omega)} \tag{71}
\end{equation*}
$$

Since $I_{m}-I\left(t_{m}\right)$ corresponds to the error of discretizing the heat equation, we have the following standard estimate (cf. Lemma C. 1 in Appendix C with $\beta=0$ ):

$$
\begin{equation*}
\left\|I_{m}-I\left(t_{m}\right)\right\|_{L^{2}(\Omega)} \leq C \tau\left(\left\|u_{0}\right\|_{\dot{H}^{2}}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{72}
\end{equation*}
$$

To estimate $\left\|J_{m}-J\left(t_{m}\right)\right\|_{L^{2}(\Omega)}$, we denote

$$
g_{n}=b\left(t_{n}\right) \bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} w_{n} \quad \text { and } \quad g(t)=b(t) \partial_{t}^{\alpha(t, u(t))} w(t)
$$

Then

$$
\begin{align*}
& J_{m}-J\left(t_{m}\right) \\
& =\tau \sum_{n=1}^{m} E_{m-n}\left(g_{n}-g\left(t_{n}\right)\right)+\left[\tau \sum_{n=1}^{m} E_{m-n} g\left(t_{n}\right)-\int_{0}^{t_{m}} E\left(t_{m}-t\right) g(t) \mathrm{d} t\right] \\
& =: \mathcal{E}_{m, 1}+\mathcal{E}_{m, 2} \tag{73}
\end{align*}
$$

Since $\mathcal{E}_{m, 2}$ can be viewed as the error of discretizing a heat equation with the source term $g(t)$, the following standard error estimate holds similarly as (72):

$$
\left\|\mathcal{E}_{m, 2}\right\|_{L^{2}(\Omega)} \leq C \tau\|g\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}
$$

Since $\|g\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)} \leq C\left\|\partial_{t} \partial_{t}^{\alpha(t, u(t))} w(t)\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}$ and

$$
\begin{aligned}
& \partial_{t} \partial_{t}^{\alpha(t, u(t))} w(t) \\
& =\left(\partial_{t} \alpha(t, u)+\partial_{t} u \partial_{u} \alpha(t, u)\right) \frac{\Gamma^{\prime}(1-\alpha(t, u))}{\Gamma(1-\alpha(t, u(t)))^{2}} \int_{0}^{t} s^{-\alpha(t, u(t))} \partial_{t} w(t-s) \mathrm{d} s \\
& \quad-\frac{\partial_{t} \alpha(t, u)+\partial_{t} u \partial_{u} \alpha(t, u)}{\Gamma(1-\alpha(t, u))} \int_{0}^{t} s^{-\alpha(t, u(t))} \ln (s) \partial_{t} w(t-s) \mathrm{d} s+{ }^{R} \partial_{t}^{\alpha(t, u(t))} \partial_{t} w(t),
\end{aligned}
$$

by the regularity results in Theorem 3.1 we see that $\partial_{t} \partial_{t}^{\alpha(t, u(t))} w(t) \in L^{1}\left(0, T ; L^{2}(\Omega)\right)$, and therefore

$$
\begin{equation*}
g \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right) \tag{74}
\end{equation*}
$$

which furthermore implies

$$
\begin{equation*}
\left\|\mathcal{E}_{m, 2}\right\|_{L^{2}(\Omega)} \leq C \tau \tag{75}
\end{equation*}
$$

Substituting (72)-(75) into (71), we have

$$
\begin{equation*}
\left\|u_{m}-u\left(t_{m}\right)\right\|_{L^{2}(\Omega)} \leq C \tau+\left\|\mathcal{E}_{m, 1}\right\|_{L^{2}(\Omega)} \tag{76}
\end{equation*}
$$

It remains to estimate $\left\|\mathcal{E}_{m, 1}\right\|_{L^{2}(\Omega)}$. To this end, we consider the decomposition

$$
\begin{align*}
\mathcal{E}_{m, 1}= & \tau \sum_{n=1}^{m} E_{m-n}\left(g_{n}-g_{\tau}\left(t_{n}\right)\right)+\tau \sum_{n=1}^{m} E_{m-n}\left(g_{\tau}\left(t_{n}\right)-\widetilde{g}_{\tau}\left(t_{n}\right)\right) \\
& +\tau \sum_{n=1}^{m} E_{m-n}\left(\widetilde{g}_{\tau}\left(t_{n}\right)-g_{\tau}^{*}\left(t_{n}\right)\right)+\tau \sum_{n=1}^{m} E_{m-n}\left(g_{\tau}^{*}\left(t_{n}\right)-g\left(t_{n}\right)\right) \\
= & \mathcal{E}_{m, 3}+\mathcal{E}_{m, 4}+\mathcal{E}_{m, 5}+\mathcal{E}_{m, 6} \tag{77}
\end{align*}
$$

where

$$
g_{\tau}\left(t_{n}\right)=b\left(t_{n}\right) \bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} w\left(t_{n}\right), \quad \widetilde{g}_{\tau}\left(t_{n}\right)=b\left(t_{n}\right) \bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n-1}\right)\right)} w\left(t_{n}\right)
$$

$$
g_{\tau}^{*}\left(t_{n}\right)=b\left(t_{n}\right) \bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} w\left(t_{n}\right), \quad g\left(t_{n}\right)=b\left(t_{n}\right) \partial_{t}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} w\left(t_{n}\right) .
$$

First, Lemma 4.1 implies $\tau \sum_{n=1}^{N}\left\|g_{\tau}^{*}\left(t_{n}\right)-g\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \leq C \tau$, which together with (69) imply the following result:

$$
\begin{equation*}
\left\|\mathcal{E}_{m, 6}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{n=1}^{m}\left\|g_{\tau}^{*}\left(t_{n}\right)-g\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \leq C \tau \tag{78}
\end{equation*}
$$

Second, for any bounded sequence $v_{n}$ we associate it with a function $\widetilde{v}(\zeta):=\sum_{n=0}^{\infty} v_{n} \zeta^{n}$, which is analytic in the unit disk $|\zeta|<1$ and is called the generating function of the sequence. The sequence $v_{n}$ can be determinedThe generating function of the sequence $\bar{\partial}_{\tau}^{\alpha\left(t_{n}, v_{1}\right)} v_{n}$ is simply $\delta(\zeta)^{\alpha\left(t_{n}, v_{1}\right)} \widetilde{v}(\zeta)$. By expressing $\bar{\partial}_{\tau}^{\alpha\left(t_{n}, v_{1}\right)} w\left(t_{n}\right)$ and $\bar{\partial}_{\tau}^{\alpha\left(t_{n}, v_{2}\right)} w\left(t_{n}\right)$ in terms of the Cauchy integral formula, with the notation $\delta(\zeta)=\frac{1-\zeta}{\tau}$ we have

$$
\begin{align*}
& \bar{\partial}_{\tau}^{\alpha\left(t_{n}, v_{1}\right)} w\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, v_{2}\right)} w\left(t_{n}\right) \\
& =\frac{1}{2 \pi i} \int_{|\zeta|=1}\left(\delta(\zeta)^{\alpha\left(t_{n}, v_{1}\right)}-\delta(\zeta)^{\alpha\left(t_{n}, v_{2}\right)}\right) \widetilde{w}(\zeta) \zeta^{-n-1} \mathrm{~d} \zeta \\
& =\left[\alpha\left(t_{n}, v_{1}\right)-\alpha\left(t_{n}, v_{2}\right)\right] \int_{0}^{1} \frac{1}{2 \pi i} \int_{|\zeta|=1}\left[\delta(\zeta)^{(1-\theta) \alpha\left(t_{n}, v_{1}\right)+\theta \alpha\left(t_{n}, v_{2}\right)-1} \ln \delta(\zeta)\right] \frac{\delta(\zeta) \widetilde{w}(\zeta)}{\zeta^{n+1}} \mathrm{~d} \zeta \mathrm{~d} \theta \\
& =\left[\alpha\left(t_{n}, v_{1}\right)-\alpha\left(t_{n}, v_{2}\right)\right] \int_{0}^{1} \sum_{j=0}^{n} d_{\theta, j} \bar{\partial}_{\tau} w\left(t_{n-j}\right) \mathrm{d} \theta \tag{79}
\end{align*}
$$

with

$$
\begin{align*}
\left|d_{\theta, j}\right| & =\left|\frac{1}{2 \pi i} \int_{|\zeta|=1}\left[\delta(\zeta)^{(1-\theta) \alpha\left(t_{n}, v_{1}\right)+\theta \alpha\left(t_{n}, v_{2}\right)-1} \ln \delta(\zeta)\right] \zeta^{-j-1} \mathrm{~d} \zeta\right| \\
& =\left|\frac{\tau}{2 \pi i} \int_{\Gamma_{\theta}^{\tau}}\left[\delta\left(e^{-z \tau}\right)^{(1-\theta) \alpha\left(t_{n}, v_{1}\right)+\theta \alpha\left(t_{n}, v_{2}\right)-1} \ln \delta\left(e^{-z \tau}\right)\right] e^{z t_{j}} \mathrm{~d} z\right| \\
& \leq C \tau \int_{\Gamma_{\theta}^{\tau}}\left(|z|^{(1-\theta) \alpha\left(t_{n}, v_{1}\right)+\theta \alpha\left(t_{n}, v_{2}\right)-1} \ln |z| e^{-C|z| t_{j}}|\mathrm{~d} z|\right. \\
& \leq C \tau t_{j+1}^{-\alpha_{*}-\epsilon_{*}}, \quad \text { (here we have used (61))} \tag{80}
\end{align*}
$$

which implies that

$$
\begin{align*}
& \left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n-1}\right)\right)} w\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} w\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& \leq C\left\|\alpha\left(t_{n}, u\left(t_{n-1}\right)\right)-\alpha\left(t_{n}, u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \sum_{j=0}^{n} \tau t_{j+1}^{-\alpha_{*}-\epsilon_{*}}\left\|\bar{\partial}_{\tau} w\left(t_{n-j}\right)\right\|_{L^{\infty}(\Omega)}  \tag{81}\\
& \leq C\left\|u\left(t_{n-1}\right)-u\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \sum_{j=0}^{n} \tau t_{j+1}^{-\alpha_{*}-\epsilon_{*}}\left\|\bar{\partial}_{\tau} w\left(t_{n-j}\right)\right\|_{L^{\infty}(\Omega)} \\
& \leq C \tau \sum_{j=0}^{n} \tau t_{j+1}^{-\alpha_{*}-\epsilon_{*}}\left\|\bar{\partial}_{\tau} w\left(t_{n-j}\right)\right\|_{L^{\infty}(\Omega)}
\end{align*}
$$

where we have used $\partial_{t} u \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ (proved in Theorem 3.1) in deriving the last inequality. Therefore,

$$
\begin{aligned}
\tau \sum_{n=1}^{N}\left\|\widetilde{g}_{\tau}\left(t_{n}\right)-g_{\tau}^{*}\left(t_{n}\right)\right\|_{L^{2}(\Omega)} & \leq C \tau \sum_{n=0}^{N} \tau t_{n+1}^{-\alpha_{*}-\epsilon_{*}} \tau \sum_{n=1}^{N}\left\|\bar{\partial}_{\tau} w\left(t_{n}\right)\right\|_{L^{\infty}(\Omega)} \\
& \leq C \tau \sum_{n=0}^{N} \tau t_{n+1}^{-\alpha_{*}-\epsilon_{*}}\left\|\partial_{t} w\right\|_{L^{1}\left(0, T ; L^{\infty}(\Omega)\right)}
\end{aligned}
$$

$$
\leq C \tau
$$

where we have used $\partial_{t} w=\partial_{t} u \in L^{p}\left(0, T ; L^{\infty}(\Omega)\right)$, which is proved in Theorem 3.1. Hence,

$$
\begin{equation*}
\left\|\mathcal{E}_{m, 5}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{n=1}^{N}\left\|\widetilde{g}_{\tau}\left(t_{n}\right)-g_{\tau}^{*}\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \leq C \tau \tag{82}
\end{equation*}
$$

Third, similar as the estimation for $\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n-1}\right)\right)} w\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n}\right)\right)} w\left(t_{n}\right)\right\|_{L^{2}(\Omega)}$ in (81), by using estimates (79)-(80) we obtain

$$
\begin{align*}
& \left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} w\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n-1}\right)\right)} w\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& \leq C\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)} \sum_{j=0}^{n} \tau t_{j+1}^{-\alpha_{*}-\epsilon_{*}}\left\|\bar{\partial}_{\tau} w\left(t_{n-j}\right)\right\|_{L^{\infty}(\Omega)} \tag{83}
\end{align*}
$$

For $1<p<\frac{4}{d}$, we denote by $1<p^{\prime}<\infty$ the number satisfying $1=\frac{1}{p}+\frac{1}{p^{\prime}}$. Then, by using Hölder's inequality, we have

$$
\begin{aligned}
& \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} w\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n-1}\right)\right)} w\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& \leq C\left\|\left(u_{n-1}-u\left(t_{n-1}\right)\right)_{n=1}^{m}\right\|_{L^{p^{\prime}}\left(L^{2}(\Omega)\right)}\left\|\left(\sum_{j=0}^{n} \tau t_{j+1}^{-\alpha_{*}-\epsilon_{*}}\left\|\bar{\partial}_{\tau} w\left(t_{n-j}\right)\right\|_{L^{\infty}(\Omega)}\right)_{n=1}^{m}\right\|_{L^{p}} \\
& \leq C\left\|\left(u_{n-1}-u\left(t_{n-1}\right)\right)_{n=1}^{m}\right\|_{L^{p^{\prime}}\left(L^{2}(\Omega)\right)}\left\|\bar{\partial}_{\tau} w\left(t_{n}\right)_{n=1}^{m}\right\|_{L^{p}\left(L^{\infty}(\Omega)\right)} \\
& \leq C\left\|\left(u_{n-1}-u\left(t_{n-1}\right)\right)_{n=1}^{m}\right\|_{L^{p^{\prime}}\left(L^{2}(\Omega)\right)}\left\|\partial_{t} w\right\|_{L^{p}\left(0, T ; L^{\infty}(\Omega)\right)} \\
& \quad\left(\partial_{t} w=\partial_{t} u \in L^{p}\left(0, T ; L^{\infty}(\Omega)\right)\right. \text { is proved in Theorem 3.1) } \\
& \leq C\left\|\left(u_{n-1}-u\left(t_{n-1}\right)\right)_{n=1}^{m}\right\|_{L^{p^{\prime}}\left(L^{2}(\Omega)\right)} \\
& \leq C_{\epsilon}\left\|\left(u_{n-1}-u\left(t_{n-1}\right)\right)_{n=1}^{m}\right\|_{L^{1}\left(L^{2}(\Omega)\right)}+\epsilon\left\|\left(u_{n-1}-u\left(t_{n-1}\right)\right)_{n=1}^{m}\right\|_{L^{\infty}\left(L^{2}(\Omega)\right)} \\
& =C_{\epsilon} \tau \sum_{n=1}^{m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)}+\epsilon \max _{1 \leq n \leq m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)},
\end{aligned}
$$

where we have used Hölder's and Young's inequalities in deriving the last inequality (with a constant $\epsilon$ which can be arbitrarily small at the expense of enlarging the constant $C_{\epsilon}$ ). The estimate above furthermore implies

$$
\begin{align*}
\left\|\mathcal{E}_{m, 4}\right\|_{L^{2}(\Omega)} & \leq C \tau \sum_{n=1}^{m}\left\|g_{\tau}\left(t_{n}\right)-\widetilde{g}_{\tau}\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& \leq C \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} w\left(t_{n}\right)-\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u\left(t_{n-1}\right)\right)} w\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& \leq C_{\epsilon} \tau \sum_{n=1}^{m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)}+\epsilon \max _{1 \leq n \leq m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)} . \tag{84}
\end{align*}
$$

Last, we note that

$$
\begin{equation*}
\left\|\mathcal{E}_{m, 3}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{n=1}^{m}\left\|g_{n}-g_{\tau}\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)}\left(u_{n}-u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} . \tag{85}
\end{equation*}
$$

Collecting the above estimates of $\left\|\left(\mathcal{E}_{m, j}\right)_{n=1}^{m}\right\|_{L^{2}(\Omega)}, j=3,4,5,6$, we have

$$
\left\|\mathcal{E}_{m, 1}\right\|_{L^{2}(\Omega)} \leq\left\|\mathcal{E}_{m, 3}\right\|_{L^{2}(\Omega)}+\left\|\mathcal{E}_{m, 4}\right\|_{L^{2}(\Omega)}+\left\|\mathcal{E}_{m, 5}\right\|_{L^{2}(\Omega)}+\left\|\mathcal{E}_{m, 6}\right\|_{L^{2}(\Omega)}
$$

$$
\begin{align*}
\leq & C \tau+C \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)}\left(u_{n}-u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \\
& +C_{\epsilon} \tau \sum_{n=1}^{m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)}+\epsilon \max _{1 \leq n \leq m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)} \tag{86}
\end{align*}
$$

Substituting (75) and (86) into (73), and then substituting the result into (71), we obtain

$$
\begin{aligned}
\max _{1 \leq n \leq m}\left\|u_{n}-u\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \leq & C \tau+C \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)}\left(u_{n}-u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \\
& +C_{\epsilon} \tau \sum_{n=1}^{m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)}+\epsilon \max _{0 \leq n \leq m-1}\left\|u_{n}-u\left(t_{n}\right)\right\|_{L^{2}(\Omega)} .
\end{aligned}
$$

By choosing a sufficiently small $\epsilon$, the last term on the right-hand side can be absorbed by the left-hand side. Then, using Gronwall's inequality, we obtain

$$
\begin{align*}
\max _{1 \leq n \leq m}\left\|u_{n}-u\left(t_{n}\right)\right\|_{L^{2}(\Omega)} & \leq C \tau+C \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)}\left(u_{n}-u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \\
& \leq C \tau+C \tau \sum_{j=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)} \tag{87}
\end{align*}
$$

where we have used Lemma 4.2 (to be proved below) in deriving the last inequality. It remains to estimate $\tau \sum_{j=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)}$.

Part II: Estimation for $\tau \sum_{j=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)}$.
Let $\beta$ be a number satisfying $\alpha_{*}<\beta<1$. Then, applying the operator $\bar{\partial}_{\tau}^{\beta}$ on (70) and summing up the $L^{2}(\Omega)$-errors on different time levels, we obtain

$$
\begin{align*}
& \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{n}-u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \\
& \leq \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(I_{n}-I\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)}+\tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(J_{n}-J\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \\
& \leq \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(I_{n}-I\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)}+\tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta} \mathcal{E}_{n, 1}\right\|_{L^{2}(\Omega)}+\tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta} \mathcal{E}_{n, 2}\right\|_{L^{2}(\Omega)}, \tag{88}
\end{align*}
$$

where we have used the decomposition $J_{m}-J\left(t_{m}\right)=\mathcal{E}_{n, 1}+\mathcal{E}_{n, 2}$ in (73).
Since $I_{n}-I\left(t_{n}\right)$ and $\mathcal{E}_{n, 2}$ correspond to the error of discretizing a heat equation with the source term $\Delta u_{0}+f$ and $g$, respectively, the following error estimates hold (cf. Appendix C, choosing $p=1$ in Lemma C.1):

$$
\begin{align*}
& \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(I_{n}-I\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \leq C \tau\left(\left\|u_{0}\right\|_{\dot{H}^{2}}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right) \leq C \tau  \tag{89}\\
& \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(\mathcal{E}_{n, 2}\right)\right\|_{L^{2}(\Omega)} \leq C \tau\|g\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)} \leq C \tau \tag{90}
\end{align*}
$$

where we have used $g \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right)$, as shown in (74).
By using decomposition (77) and the stability of the backward Euler method (cf. Lemma C. 2 in Appendix C), we have

$$
\tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(\mathcal{E}_{n, 1}\right)_{n=1}^{m}\right\|_{L^{2}(\Omega)} \leq \sum_{j=3}^{6} \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(\mathcal{E}_{n, j}\right)\right\|_{L^{2}(\Omega)}
$$

$$
\begin{aligned}
\leq & C \tau \sum_{n=1}^{m}\left(\left\|g_{n}-g_{\tau}\left(t_{n}\right)\right\|_{L^{2}(\Omega)}+\left\|g_{\tau}\left(t_{n}\right)-\widetilde{g}_{\tau}\left(t_{n}\right)\right\|_{L^{2}(\Omega)}\right) \\
& +C \tau \sum_{n=1}^{m}\left(\left\|\widetilde{g}_{\tau}\left(t_{n}\right)-g_{\tau}^{*}\left(t_{n}\right)\right\|_{L^{2}(\Omega)}+\left\|g_{\tau}^{*}\left(t_{n}\right)-g\left(t_{n}\right)\right\|_{L^{2}(\Omega)}\right) \\
\leq & C \tau+C_{\epsilon} \tau \sum_{n=1}^{m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)} \\
& +\epsilon \max _{1 \leq n \leq m}\left\|u_{n-1}-u\left(t_{n-1}\right)\right\|_{L^{2}(\Omega)} \\
& +C \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)}\left(u_{n}-u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

(here we have used (78), (82), (84) and (85))

$$
\begin{align*}
& \leq C \tau+C \tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)}\left(u_{n}-u\left(t_{n}\right)\right)\right\|_{L^{2}(\Omega)} \quad \text { (here we have used } \\
& \leq C \tau+C \tau \sum_{n=1}^{m} \tau \sum_{j=1}^{n} t_{n+1-j}^{\beta-\alpha_{*}-1}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)} \tag{91}
\end{align*}
$$

where we have used Lemma 4.2 (to be shown below) in the last inequality. Then, substituting (91) into (88) and using (89)-(90), we obtain

$$
\tau \sum_{j=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)} \leq C \tau+C \tau \sum_{n=1}^{m} \tau \sum_{j=1}^{n} t_{n+1-j}^{\beta-\alpha_{*}-1}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)}
$$

By applying a generalized Gronwall's inequality (cf. Lemma D. 1 in Appendix D), we can remove the second term on the right-hand side and therefore obtain the following estimate (when $\tau$ is sufficiently small):

$$
\tau \sum_{j=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta}\left(u_{j}-u\left(t_{j}\right)\right)\right\|_{L^{2}(\Omega)} \leq C \tau
$$

Substituting this into (87) yields the desired error estimate in Theorem 4.1.
In the proof of Theorem 4.1, in particular (87) and (91), we have used the following result.
Lemma 4.2 If $\beta>\alpha_{*} \geq \alpha\left(t_{n}, u_{n-1}\right)$ and $v_{n} \in L^{2}(\Omega), n=1, \ldots, N$, with $v_{0}=0$, then

$$
\tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} v_{n}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{n=1}^{m} \tau \sum_{j=0}^{n} t_{n+1-j}^{\beta-\alpha_{*}-1}\left\|\bar{\partial}_{\tau}^{\beta} v_{j}\right\|_{L^{2}(\Omega)}
$$

Proof. We use the identity $\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} v_{n}=\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)-\beta} \bar{\partial}_{\tau}^{\beta} v_{n}=\sum_{j=0}^{n} d_{n-j} \bar{\partial}_{\tau}^{\beta} v_{j}$, where the coefficients $d_{j}$ can be expressed by using Cauchy's integral formula:

$$
\begin{aligned}
\left|d_{j}\right|=\left|\frac{1}{2 \pi i} \int_{|\zeta|=1}\left(\frac{1-\zeta}{\tau}\right)^{\alpha\left(t_{n}, u_{n-1}\right)-\beta} \zeta^{-j-1} \mathrm{~d} \zeta\right| & =\left|\frac{\tau}{2 \pi i} \int_{\Gamma_{\theta}^{\tau}}\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\alpha\left(t_{n}, u_{n-1}\right)-\beta} e^{t_{j} z} \mathrm{~d} z\right| \\
& \leq C \tau \int_{\Gamma_{\theta}^{\tau}}|z|^{\alpha\left(t_{n}, u_{n-1}\right)-\beta} e^{-C t_{j}|z|}|\mathrm{d} z| \\
& \leq C \tau t_{j+1}^{\beta-\alpha_{*}-1},
\end{aligned}
$$

where we have used (61) in the last inequality, which furthermore implies the following estimate:

$$
\tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\alpha\left(t_{n}, u_{n-1}\right)} v_{n}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{n=1}^{m} \tau \sum_{j=0}^{n} t_{n+1-j}^{\beta-\alpha_{*}-1}\left\|\bar{\partial}_{\tau}^{\beta} v_{j}\right\|_{L^{2}(\Omega)} .
$$

This proves the desired result.

## 5. Numerical results

Example 5.1 We consider (3) in a two-dimensional rectangular domain $\Omega=(0,1) \times(0,1)$ with both linear and nonlinear fractional orders:
(i) $\alpha(x, t)=0.5 \pm 0.1 * \cos (t)$,
(ii) $\alpha(x, u)=0.5 \pm 0.2 * \cos (u)$,
with the following source term and initial value:

$$
\begin{equation*}
f(x, t)=\cos (t) \cos (\pi x) \cos (\pi y) \quad \text { and } \quad u_{0}(x)=x(1-x) y(1-y) \tag{92}
\end{equation*}
$$

We solve the problem by the proposed time-stepping method (57), with piecewise linear finite element method in space using a sufficiently small mesh size $h=2^{-6}$ so that the spatial discretization error is negligible in observing the order of convergence in time. The reference solution for computing the errors of numerical solutions is obtained by using a much smaller time stepsize $\tau=2^{-9}$. The errors of numerical solutions at time $T=1$ for the linear and nonlinear fractional orders are presented in Figure 2, which shows that the numerical solutions have first-order convergence, consistent with the theoretical result proved in Theorem 4.1.


Figure 2. Errors of numerical solutions in Example 5.1

Example 5.2 Convergence of numerical solutions in Theorem 4.1 is based on condition (31), which allows the fractional order $\alpha(x, t, u)$ to be discontinuous in $x$. Here we consider the fractional PDE problem (3) in a two-dimensional rectangular domain $\Omega=(0,1) \times(0,1)$ with a discontinuous nonlinear fractional order:

$$
\alpha(x, u)= \begin{cases}0.5-0.1 * \cos (u) & \text { for } x+y>1  \tag{93}\\ 0.5-0.2 * \cos (u) & \text { for } x+y \leq 1\end{cases}
$$

with the same source term and initial value in (92).
The problem is discretized by using the proposed time-stepping method (57) and the linear finite element method in space with a sufficiently small mesh size $h=2^{-8}$ so that the spatial discretization error is relatively negligible. Similarly, a surrogate for the exact solution $u\left(x, t_{n}\right)$ is determined by using a much smaller time step $\tau=2^{-8}$. The errors of numerical solutions at time $T=1$ are presented in Figure 3, which shows that the numerical solutions have first-order convergence, consistent with the theoretical analysis.


Figure 3. Errors of numerical solutions in Example 5.2

## 6. Conclusion

We have proved well-posedness of the nonlinear problem (3) under condition (5), which requires the fractional order $\alpha(x, t, u)$ and proportion $b(x, t)$ to be measurable in $x$ and $t$, and Lipschitz continuous in the unknown solution $u$. We have proposed a linearly implicit method for discretizing problem (3). The proposed method only requires solving a linear equation at every time level, using the convolution quadrature for approximating the variable-order fractional derivative. By requiring the functions $\alpha(x, t, u)$ and $b(x, t)$ to be Lipschitz continuous in both $t$ and $u$, and measurable in $x$, we managed to prove first-order convergence of the proposed method under proved regularity results. The numerical results in Examples 5.1 and 5.2 illustrate the convergence rates of numerical solutions with several different choices of $\alpha(x, t, u)$, with continuous and discontinuous dependence on $x$, respectively.

Extension of the error analysis to full discretizations still remains challenging. For full discretization with finite element method in space, the error can be decomposed into two parts: the error between the continuous solution and the semidiscrete finite element solution (spatial error), and the error between the semidiscrete finite element solution and the fully discrete solution (temporal error). The first part of the error requires more delicate estimates on the spatial regularity of the solution, while the current paper mainly focuses on proving temporal regularity estimates. The second part of the error may be estimated similarly as the current paper, but needs to be estimated in the framework of finite element spaces in which the discrete $H^{2}$ norm should replace the $H^{2}$ norm used in the current paper.

## Appendix A. An inhomogeneous Sobolev embedding result

In this appendix, we prove the following inhomogeneous Sobolev embedding result, which is used in Part I of the proof for Theorem 3.1.

Lemma A. 1 For $p_{0}>\frac{4}{4-d}$ (or equivalently $1-\frac{d}{4}-\frac{1}{p_{0}}>0$ ), there holds

$$
W^{1, p_{0}}\left(0, T ; L^{2}(\Omega)\right) \cap L^{p_{0}}\left(0, T ; \dot{H}^{2}(\Omega)\right) \hookrightarrow C^{\gamma}\left([0, T] ; L^{\infty}(\Omega)\right)
$$

where $\gamma$ can be any number satisfying $0<\gamma<1-\frac{d}{4}-\frac{1}{p_{0}}$.
Proof. First, the Sobolev embedding in time implies $W^{1, p_{0}}\left(0, T ; L^{2}(\Omega)\right) \hookrightarrow C^{1-\frac{1}{p_{0}}}\left([0, T] ; L^{2}(\Omega)\right)$, which implies

$$
\begin{equation*}
\|u(t)-u(s)\|_{L^{2}(\Omega)} \leq C|t-s|^{1-\frac{1}{p_{0}}}\|u\|_{W^{1, p_{0}}\left(0, T ; L^{2}(\Omega)\right)} \tag{A.1}
\end{equation*}
$$

Second, the inhomogeneous Sobolev embedding in [34, Proposition 1.2.10] says that

$$
W^{1, p_{0}}\left(0, T ; L^{2}(\Omega)\right) \cap L^{p_{0}}\left(0, T ; \dot{H}^{2}(\Omega)\right) \hookrightarrow C\left([0, T] ;\left(L^{2}(\Omega), \dot{H}^{2}(\Omega)\right)_{1-\frac{1}{p_{0}}, p_{0}}\right),
$$

which implies

$$
\begin{equation*}
\|u(t)-u(s)\|_{\left(L^{2}(\Omega), \dot{H}^{2}(\Omega)\right)_{1-\frac{1}{p_{0}}, p_{0}}} \leq C\left(\|u\|_{W^{1, p_{0}\left(0, T ; L^{2}(\Omega)\right)}}+\|u\|_{L^{p_{0}}\left(0, T ; \dot{H}^{2}(\Omega)\right)}\right) . \tag{A.2}
\end{equation*}
$$

The real interpolation between (A.1) and (A.2) yields

$$
\begin{equation*}
\|u(t)-u(s)\|_{\left(L^{2}(\Omega), \dot{H}^{2}(\Omega)\right)_{\left(1-\frac{1}{p_{0}}\right) \theta, 2}} \leq C|t-s|^{\left(1-\frac{1}{p_{0}}\right)(1-\theta)}\left(\|u\|_{W^{1, p_{0}}\left(0, T ; L^{2}(\Omega)\right)}+\|u\|_{L^{p_{0}\left(0, T ; \dot{H}^{2}(\Omega)\right)}}\right) \tag{A.3}
\end{equation*}
$$

which holds for all $\theta \in(0,1)$. Note that

$$
\begin{equation*}
\left(L^{2}(\Omega), \dot{H}^{2}(\Omega)\right)_{\left(1-\frac{1}{p_{0}}\right) \theta, 2}=\dot{H}^{2\left(1-\frac{1}{p_{0}}\right) \theta}(\Omega) \hookrightarrow L^{\infty}(\Omega) \quad \text { if }\left(1-\frac{1}{p_{0}}\right) \theta>\frac{d}{4} \tag{A.4}
\end{equation*}
$$

If $p_{0}>\frac{4}{4-d}$ then $1-\frac{1}{p_{0}}>\frac{d}{4}$ and therefore, there exists $\theta \in(0,1)$ satisfying $\left(1-\frac{1}{p_{0}}\right) \theta>\frac{d}{4}$. For any such $\theta$, (A.3)-(A.4) imply

$$
\begin{equation*}
\|u(t)-u(s)\|_{L^{\infty}(\Omega)} \leq C|t-s|^{\left(1-\frac{1}{p_{0}}\right)(1-\theta)}\left(\|u\|_{W^{1, p_{0}}\left(0, T ; L^{2}(\Omega)\right)}+\|u\|_{L^{p_{0}}\left(0, T ; \dot{H}^{2}(\Omega)\right)}\right) \tag{A.5}
\end{equation*}
$$

This proves that $u \in C^{\gamma}\left([0, T] ; L^{\infty}(\Omega)\right)$ with

$$
\gamma=\left(1-\frac{1}{p_{0}}\right)(1-\theta)=1-\frac{1}{p_{0}}-\left(1-\frac{1}{p_{0}}\right) \theta .
$$

Since $\left(1-\frac{1}{p_{0}}\right) \theta$ can be arbitrarily close to (but larger than) $\frac{d}{4}$, it follows that $\gamma$ can arbitrarily close to (but smaller than) $1-\frac{1}{p_{0}}-\frac{d}{4}$.

## Appendix B. An interpolation inequality

In this section we prove the following lemma, which is used in the proof of Theorem 2.2.
Lemma B. 1 For $p>\frac{4}{4-d}$ and $w \in Y$, the following estimate holds for $t_{*} \in(0, T]$ :

$$
\|w\|_{L^{\infty}\left(0, t_{*} ; L^{\infty}(\Omega)\right)} \leq C_{\varepsilon}\|w\|_{L^{1}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\varepsilon\left(\left\|\partial_{t} w\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)}\right)
$$

where $\varepsilon$ can be arbitrarily small at expense of enlarging the constant $C_{\varepsilon}$, which is independent of $t_{*} \in(0, T]$ (but may depend on $T$ ).
Proof. For any function $w \in W^{1, p}\left(0, t_{*} ; L^{2}(\Omega)\right) \cap L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)$ with $w(0)=0$, we can extend $w$ to $W^{1, p}\left(0,2 T ; L^{2}(\Omega)\right) \cap L^{p}\left(0,2 T ; \dot{H}^{2}(\Omega)\right)$ by setting

$$
w(t)= \begin{cases}w(t) & \text { for } t \in\left[0, t_{*}\right] \\ w\left(2 t_{*}-t\right) & \text { for } t \in\left[t_{*}, 2 t_{*}\right] \\ 0 & \text { for } t \in\left[2 t_{*}, 2 T\right]\end{cases}
$$

Then

$$
\left\|\partial_{t} w\right\|_{L^{p}\left(0,2 T ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0,2 T ; \dot{H}^{2}(\Omega)\right)} \leq C\left(\left\|\partial_{t} w\right\|_{L^{p}\left(0, t_{*} ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0, t_{*} ; \dot{H}^{2}(\Omega)\right)}\right)
$$

Since $W^{1, p}\left(0,2 T ; L^{2}(\Omega)\right) \cap L^{p}\left(0,2 T ; \dot{H}^{2}(\Omega)\right)$ is compactly embedded into $L^{\infty}\left(0,2 T ; L^{\infty}(\Omega)\right)$ when $p>\frac{4}{4-d}$ (see Appendix A), it follows from Lemma B. 2 that

$$
\|w\|_{L^{\infty}\left(0,2 T ; L^{\infty}(\Omega)\right)} \leq C_{\varepsilon}\|w\|_{L^{1}\left(0,2 T ; L^{2}(\Omega)\right)}+C^{-1} \varepsilon\left(\left\|\partial_{t} w\right\|_{L^{p}\left(0,2 T ; L^{2}(\Omega)\right)}+\|w\|_{L^{p}\left(0,2 T ; \dot{H}^{2}(\Omega)\right)}\right)
$$

where the constant $C$ depends only on $T$ (independent of $t_{*} \in(0, T]$ ). The above two estimates together imply the desired result of Lemma B.1.
Lemma B. 2 (Lemma 9.1 of [1]) Let $Y, Z$ and $W$ be Banach spaces such that $Y$ is compactly embedded into $Z$ and $Z$ is continuously embedded into $W$. Then

$$
\|y\|_{Z} \leq C_{\varepsilon}\|y\|_{W}+\varepsilon\|y\|_{Y}
$$

where $\varepsilon$ can be arbitrarily small at the expense of enlarging the constant $C_{\varepsilon}$.

## Appendix C. Error and stability estimates for the heat equation

In this appendix, we present an error estimate and a stability estimate of the backward Euler method for the heat equation. These estimates are used in the proof of Theorem 4.1.

Let

$$
\begin{equation*}
v_{n}=\tau \sum_{j=1}^{n} E_{n-j}\left(\Delta u_{0}+f\left(t_{j}\right)\right) \quad \text { and } \quad v(t)=\int_{0}^{t} E(t-s)\left(\Delta u_{0}+f(s)\right) \mathrm{d} s \tag{C.1}
\end{equation*}
$$

where the discrete and continuous heat semigroup $E_{n}$ and $E(t)$ are defined in (68) and (37), respectively. The functions $v_{n}$ and $v(t)$ defined above are the numerical solution (with backward Euler method) and exact solution of the heat equation, respectively, with source term $f$ and initial value $u_{0}$.

It is well known that the backward Euler method has first-order convergence in time. In the following lemma, we show that the discrete fractional-order derivative of the error also has first-order convergence in a temporal $L^{p}$ norm.
Lemma C. 1 If $u_{0} \in \dot{H}^{2}(\Omega)$ and $f \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right)$, then the following error estimate holds for $0 \leq \beta<1$ :

$$
\begin{align*}
\left\|\bar{\partial}_{\tau}^{\beta} v_{n}-\partial_{t}^{\beta} v\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \leq & C \tau t_{n}^{-\beta}\left(\left\|u_{0}\right\|_{\dot{H}^{2}(\Omega)}+\|f(0)\|_{L^{2}(\Omega)}\right) \\
& +C \tau \int_{0}^{t_{n}}\left(t_{n}-s\right)^{-\beta}\left\|\partial_{t} f(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \tag{C.2}
\end{align*}
$$

In particular, if $0 \leq \beta<1 \leq p<1 / \beta$ then

$$
\begin{equation*}
\left(\tau \sum_{n=1}^{N}\left\|\bar{\partial}_{\tau}^{\beta} v_{n}-\partial_{t}^{\beta} v\left(t_{n}\right)\right\|_{L^{2}(\Omega)}\right)^{\frac{1}{p}} \leq C \tau\left(\left\|u_{0}\right\|_{\dot{H}^{2}(\Omega)}+\|f\|_{W^{1,1}\left(0, T ; L^{2}(\Omega)\right)}\right) \tag{C.3}
\end{equation*}
$$

Proof. We decompose the error in the following way:

$$
\begin{equation*}
\bar{\partial}_{\tau}^{\beta}\left(v_{n}-v\left(t_{n}\right)\right)=\left(\bar{\partial}_{\tau}^{\beta} v_{n}-\partial_{t}^{\beta} v\left(t_{n}\right)\right)+\left(\partial_{t}^{\beta} v\left(t_{n}\right)-\bar{\partial}_{\tau}^{\beta} v\left(t_{n}\right)\right) \tag{C.4}
\end{equation*}
$$

The second part on the right-hand side has already been estimated in Lemma 4.1, which implies that

$$
\begin{equation*}
\left\|\left(\partial_{t}^{\beta} v\left(t_{n}\right)-\bar{\partial}_{\tau}^{\beta} v\left(t_{n}\right)\right)_{n=1}^{N}\right\|_{L^{p}\left(L^{2}(\Omega)\right)} \leq C \tau\left\|^{R} \partial_{t}^{\beta} \partial_{t} v\right\|_{L^{p}\left(0, T ; L^{2}(\Omega)\right)} \leq C \tau \tag{C.5}
\end{equation*}
$$

where we have used the regularity result ${ }^{R} \partial_{t}^{\beta} \partial_{t} v \in L^{p}\left(0, T ; L^{2}(\Omega)\right)$, as shown in Theorem 3.1 (the case $b \equiv 0$ reduces to the heat equation).

The first part on the right-hand side of (C.4) can be estimated in the following way. We split the source term into two parts:

$$
\Delta u_{0}+f(t)=\left[\Delta u_{0}+f(0)\right]+1 * \partial_{t} f(t)
$$

and estimate the error corresponding to each part, separately.
In the first case, when the source term is $w=\Delta u_{0}+f(0)$ (independent of time), we have

$$
\begin{aligned}
& \left\|\bar{\partial}_{\tau}^{\beta} v_{n}-\partial_{t}^{\beta} v\left(t_{n}\right)\right\|_{L^{2}(\Omega)} \\
& =\| \frac{1}{2 \pi i} \int_{\Gamma_{\theta}^{\tau}}\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\beta-1}\left(\frac{1-e^{-\tau z}}{\tau}-\Delta\right)^{-1} w e^{t_{n} z} \mathrm{~d} z \\
& \quad-\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} z^{\beta-1}(z-\Delta)^{-1} w e^{t_{n} z} \mathrm{~d} z \|_{L^{2}(\Omega)} \\
& \leq C \int_{\Gamma_{\theta}^{\tau}}\left\|\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\beta-1}\left(\frac{1-e^{-\tau z}}{\tau}-\Delta\right)^{-1}-z^{\beta-1}(z-\Delta)^{-1}\right\|\|w\|_{L^{2}(\Omega)} e^{-C t_{n}|z|}|\mathrm{d} z|
\end{aligned}
$$

$$
\begin{align*}
& +C \int_{\Gamma_{\theta} \backslash \Gamma_{\theta}^{\tau}}|z|^{\beta-1}\left\|(z-\Delta)^{-1}\right\|\|w\|_{L^{2}(\Omega)} e^{-C t_{n}|z|}|\mathrm{d} z| \\
\leq & \int_{\Gamma_{\theta}^{\tau}} C \tau|z|^{\beta-1} e^{-C t_{n}|z|}\|w\|_{L^{2}(\Omega)}|\mathrm{d} z|+C \int_{\Gamma_{\theta} \backslash \Gamma_{\theta}^{\tau}}|z|^{\beta-1} e^{-C t_{n}|z|}\|w\|_{L^{2}(\Omega)}|\mathrm{d} z| \\
\leq & C \tau t_{n+1}^{-\beta}\|w\|_{L^{2}(\Omega)}=C \tau t_{n+1}^{-\beta}\left\|\Delta u_{0}+f(0)\right\|_{L^{2}(\Omega)} . \tag{C.6}
\end{align*}
$$

where the second to last inequality follows from (61).
In the second case, when the source term is $1 * \partial_{t} f(t)$, we denote

$$
\begin{aligned}
& J_{n, \epsilon}(t)=\sum_{j=0}^{\infty} J_{j} \delta_{t_{j}+\epsilon}(t), \quad \text { with } \quad J_{j}=\frac{\tau}{2 \pi i} \int_{\Gamma_{\theta}^{\tau}}\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\beta}\left(\frac{1-e^{-\tau z}}{\tau}-\Delta\right)^{-1} e^{t_{j} z} \mathrm{~d} z \\
& J(t)=\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} z^{\beta}(z-\Delta)^{-1} e^{t z} \mathrm{~d} z
\end{aligned}
$$

and express the error as

$$
\begin{aligned}
\bar{\partial}_{\tau}^{\beta} v_{n}-\partial_{t}^{\beta} v\left(t_{n}\right) & =\sum_{j=1}^{n} J_{n-j}\left[1 * \partial_{t} f\left(t_{j}\right)\right]-\int_{0}^{t_{n}} J\left(t_{n}-s\right)\left[1 * \partial_{t} f\right](s) \mathrm{d} s \\
& =\left[\lim _{\epsilon \rightarrow 0}\left(J_{n, \epsilon} * 1\right)-(J * 1)\right] * \partial_{t} f\left(t_{n}\right)
\end{aligned}
$$

Then, the same as the estimate in (C.6) (without $w$ this time), we can obtain

$$
\begin{aligned}
& \left\|\lim _{\epsilon \rightarrow 0}\left(J_{n, \epsilon} * 1\right)\left(t_{n}\right)-(J * 1)\left(t_{n}\right)\right\| \\
& =\left\|\frac{1}{2 \pi i} \int_{\Gamma_{\theta}^{\tau}}\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\beta-1}\left(\frac{1-e^{-\tau z}}{\tau}-\Delta\right)^{-1} e^{t_{n} z} \mathrm{~d} z-\frac{1}{2 \pi i} \int_{\Gamma_{\theta}} z^{\beta-1}(z-\Delta)^{-1} e^{t_{n} z} \mathrm{~d} z\right\| \\
& \leq C \tau t_{n+1}^{-\beta}
\end{aligned}
$$

Meanwhile, the estimates

$$
\left\|\lim _{\epsilon \rightarrow 0}\left(J_{n, \epsilon} * 1\right)\left(t_{n}\right)-\lim _{\epsilon \rightarrow 0}\left(J_{n, \epsilon} * 1\right)(t)\right\| \leq C \tau t_{n+1}^{-\beta} \quad \text { and } \quad\left\|(J * 1)\left(t_{n}\right)-(J * 1)(t)\right\| \leq C \tau t_{n+1}^{-\beta}
$$

can be done similarly to [20, p. 536] (using the Taylor expansion of the functions $J_{n, \epsilon} * 1$ and $J * 1$ ). To summarize, we have

$$
\left\|\lim _{\epsilon \rightarrow 0}\left(J_{n, \epsilon} * 1\right)(t)-(J * 1)(t)\right\| \leq C \tau t^{-\beta} \quad \forall t \in(0, T]
$$

and therefore

$$
\begin{align*}
\left\|\bar{\partial}_{\tau}^{\beta} v_{n}-\partial_{t}^{\beta} v\left(t_{n}\right)\right\|_{L^{2}(\Omega)} & =\left\|\left[\lim _{\epsilon \rightarrow 0}\left(J_{n, \epsilon} * 1\right)-(J * 1)\right] * \partial_{t} f\left(t_{n}\right)\right\| \\
& \leq C \tau \int_{0}^{t_{n}}\left(t_{n}-s\right)^{-\beta}\left\|\partial_{t} f(s)\right\|_{L^{2}(\Omega)} \mathrm{d} s \tag{C.7}
\end{align*}
$$

Combining the two inequalities (C.6) and (C.7) yields the desired error estimate (C.3). Since $1 \leq p<1 / \beta$, it follows that $t^{-p \beta}$ is integrable in time. As a result, taking the discrete temporal $L^{p}$ norm of (C.2) yields (C.3). This completes the proof of Lemma C.1.

In Part II of the proof for Theorem 4.1, we have used the following stability result of the backward Euler method.

Lemma C. 2 If $f_{n} \in L^{2}(\Omega), n=1,2, \ldots$, and $0 \leq \beta<1$, then the function

$$
v_{n}=\tau \sum_{j=1}^{n} E_{n-j} f_{j}
$$

satisfies

$$
\begin{equation*}
\tau \sum_{j=1}^{n}\left\|\bar{\partial}_{\tau}^{\beta} v_{j}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{j=1}^{n}\left\|f_{j}\right\|_{L^{2}(\Omega)} \quad \forall n=1, \ldots, N, \tag{C.8}
\end{equation*}
$$

where the constant $C$ is independent of $\tau, n$ and $N$, but may depend on $T$.
Proof. Applying $\bar{\partial}_{\tau}^{\beta}$ to the expression of $v_{n}$ yields $\bar{\partial}_{\tau}^{\beta} v_{n}=\tau \sum_{j=1}^{n} \bar{\partial}_{\tau}^{\beta} E_{n-j} f_{j}$, with

$$
\begin{aligned}
\left\|\bar{\partial}_{\tau}^{\beta} E_{n}\right\| & =\left\|\frac{\tau}{2 \pi i} \int_{\Gamma_{\theta}^{\tau}}\left(\frac{1-e^{-\tau z}}{\tau}\right)^{\beta}\left(\frac{1-e^{-\tau z}}{\tau}-\Delta\right)^{-1} e^{t_{n} z} \mathrm{~d} z\right\| \\
& \leq C \tau \int_{\Gamma_{\theta}^{\tau}}|z|^{\beta-1} e^{-C t_{n}|z|}|\mathrm{d} z| \leq C \tau t_{n+1}^{-\beta}
\end{aligned}
$$

where the last inequality follows from (61). Thus

$$
\tau \sum_{n=1}^{m}\left\|\bar{\partial}_{\tau}^{\beta} v_{n}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{n=1}^{m} C \tau \sum_{j=1}^{n} t_{n+1-j}^{-\beta}\left\|f_{j}\right\|_{L^{2}(\Omega)} \leq C \tau \sum_{j=1}^{m}\left\|f_{j}\right\|_{L^{2}(\Omega)}
$$

where we have interchanged the order of summation and used the property

$$
\tau \sum_{n=j}^{m} t_{n+1-j}^{-\beta} \leq C \int_{0}^{t_{m+1}} t^{-\beta} \mathrm{d} t \leq C T^{1-\beta}
$$

This proves the stability estimate (C.8).

## Appendix D. A generalized Gronwall's inequality

We have used the following version of Gronwall's inequality in the proof of Theorem 4.1.
Lemma D. 1 Let $A, B$ and $0 \leq \gamma<1$ be positive constants, and let $t_{n}=n \tau, n=0,1, \ldots, N$, be a partition of the time interval $[0, T]$ with a stepsize $\tau \leq \frac{1}{2}\left(\frac{1-\gamma}{2 B}\right)^{\frac{1}{1-\gamma}}$. If $y_{n} \in \mathbb{R}, n=1, \ldots, N$, satisfy

$$
\begin{equation*}
\tau \sum_{n=1}^{m} y_{n} \leq A+B \tau \sum_{n=1}^{m} \tau \sum_{j=1}^{n} t_{n+1-j}^{-\gamma} y_{j} \tag{D.1}
\end{equation*}
$$

then

$$
\begin{equation*}
\tau \sum_{n=1}^{N} y_{n} \leq C_{B} A \tag{D.2}
\end{equation*}
$$

where the constant $C_{B}$ is independent of $\tau$ and $N$, but may depend on $B, T$ and $\gamma$.
Proof. Let $0=T_{0}<T_{1}<\cdots<T_{L}=T$, with $T_{l}=N_{l} \tau$, be a partition of the interval $[0, T]$ such that

$$
\frac{T_{*}}{2} \leq T_{l}-T_{l-1} \leq T_{*}, \quad \text { with } T_{*}:=\left(\frac{1-\gamma}{2 B}\right)^{\frac{1}{1-\gamma}}
$$

Let

$$
\mathcal{N}_{l}=\left\{n: N_{l-1}<n \leq N_{l}\right\} \quad \text { for } l=1, \ldots, L,
$$

and denote $Y_{l}=\tau \sum_{n \in \mathcal{N}_{l}} y_{n}$. Then setting $m=N_{k}$ in (D.1) yields the following inequality for $k=1, \ldots, L$ :

$$
\sum_{l=1}^{k} Y_{l} \leq A+B \tau \sum_{n=1}^{N_{k}} \tau \sum_{j=1}^{n} t_{n+1-j}^{-\gamma} y_{j}
$$

$$
\begin{aligned}
= & A+B \sum_{l=1}^{k-1} \tau \sum_{n \in \mathcal{N}_{l}} \tau \sum_{j=1}^{n} t_{n+1-j}^{-\gamma} y_{j}+B \tau \sum_{n \in \mathcal{N}_{k}} \tau \sum_{j=1}^{n} t_{n+1-j}^{-\gamma} y_{j} \\
= & A+B \sum_{l=1}^{k-1} \tau \sum_{n \in \mathcal{N}_{l}} \tau \sum_{j=1}^{n} t_{n+1-j}^{-\gamma} y_{j}+B \tau \sum_{n \in \mathcal{N}_{k}} \tau \sum_{j=1}^{N_{k-1}} t_{n+1-j}^{-\gamma} y_{j} \\
& +B \tau \sum_{n \in \mathcal{N}_{k}} \tau \sum_{j=N_{k-1}+1}^{n} t_{n+1-j}^{-\gamma} y_{j} \\
= & A+G_{1, k}+G_{2, k}+G_{3, k},
\end{aligned}
$$

with

$$
G_{3, k}=B \tau \sum_{j=N_{k-1}+1}^{N_{k}} \tau \sum_{n=j}^{N_{k}} t_{n+1-j}^{-\gamma} y_{j} \leq \frac{B T_{*}^{1-\gamma}}{1-\gamma} Y_{k}
$$

where we have changed the order of summation and used the following property: if $N_{k-1}+1 \leq j \leq N_{k}$ then

$$
\tau \sum_{n=j}^{N_{k}} t_{n+1-j}^{-\gamma} \leq \tau \sum_{n=0}^{N_{k}-N_{k-1}} t_{n+1}^{-\gamma} \leq \int_{0}^{T_{k}-T_{k-1}} t^{-\gamma} \mathrm{d} t \leq \frac{T_{*}^{1-\gamma}}{1-\gamma}
$$

We also note that

$$
\begin{aligned}
& G_{2, k}=B \tau \sum_{j=1}^{N_{k-1}} \tau \sum_{n=N_{k-1}+1}^{N_{k}} t_{n+1-j}^{-\gamma} y_{j} \leq \frac{B T_{*}^{1-\gamma}}{1-\gamma} \sum_{l=1}^{k-1} Y_{l}, \\
& G_{1, k}=B \tau \sum_{j=1}^{N_{k-1}} \tau \sum_{n=j}^{N_{k-1}} t_{n+1-j}^{-\gamma} y_{j} \leq \frac{B T^{1-\gamma}}{1-\gamma} \sum_{l=1}^{k-1} Y_{l} .
\end{aligned}
$$

Therefore,

$$
\sum_{l=1}^{k} Y_{l} \leq A+\frac{2 B T^{1-\gamma}}{1-\gamma} \sum_{l=1}^{k-1} Y_{l}+\frac{B T_{*}^{1-\gamma}}{1-\gamma} Y_{k}
$$

Our choice of $T_{*}=\left(\frac{1-\gamma}{2 B}\right)^{\frac{1}{1-\gamma}}$ satisfies that $\frac{B T_{*}^{1-\gamma}}{1-\gamma}=\frac{1}{2}$, then we obtain

$$
\sum_{l=1}^{k} Y_{l} \leq 2 A+\frac{4 B T^{1-\gamma}}{1-\gamma} \sum_{l=1}^{k-1} Y_{l}
$$

By iterating this inequality for $k=1, \ldots, L$ (a bounded number of times, with $L \leq 2 T / T_{*}$ ), we obtain the desired estimate $\sum_{l=1}^{L} Y_{l} \leq C A$.
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