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Abstract

Parametric finite element methods have achieved great success in approximating the
evolution of surfaces under various different geometric flows, including mean curva-
ture flow, Willmore flow, surface diffusion, and so on. However, the convergence of
Dziuk’s parametric finite element method, as well as many other widely used para-
metric finite element methods for these geometric flows, remains open. In this article,
we introduce a new approach and a corresponding new framework for the analysis of
parametric finite element approximations to surface evolution under geometric flows,
by estimating the projected distance from the numerically computed surface to the
exact surface, rather than estimating the distance between particle trajectories of the
two surfaces as in the currently available numerical analyses. The new framework
can recover some hidden geometric structures in geometric flows, such as the full A
parabolicity in mean curvature flow, which is used to prove the convergence of Dziuk’s
parametric finite element method with finite elements of degree k > 3 for surfaces
in the three-dimensional space. The new framework introduced in this article also
provides a foundational mathematical tool for analyzing other geometric flows and
other parametric finite element methods with artificial tangential motions to improve
the mesh quality.
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1 Introduction

The evolution of surfaces driven by the curvature on the surfaces under geometric
flows, including mean curvature flow, Willmore flow and surface diffusion, has been
widely used in modelling the formation of grain boundaries in the annealing of metal,
the evolution of soap films, the shape of oil drops on the surface of water, the shape
evolution of cell membranes, solid-state dewetting, and so on. Among the geometric
flows, mean curvature flow is most natural and intensively studied in geometric analysis
in the last decades; see the review article [44] and monographs by Ecker [29] and
Mantegazza [42].

In the mean curvature flow of closed surfaces in three-dimensional space, the surface
evolves with velocity

v=—Hn = Arid, (1.1

where H and n denote the mean curvature and the normal vector of the surface I',
and Ar denotes the Laplace—Beltrami operator on the surface, with id denoting the
identity function on R restricted to I'. The numerical approximation of mean curvature
flow of closed surfaces was first addressed by Dziuk in his paper [23] published in
1990. He proposed the first parametric finite element algorithm for approximating
mean curvature flow: assuming that I'(#,,) is already approximated by a piecewise
triangular surface I'}", find a parametrization of the surface FZ”I at t,,+1, denoted by
X — R3, such that X7 is in a vector-valued finite element space S, (I'}")
and satisfies the following weak formulation:

X Zn -id m+1
f S+ / Ve X Vo =0 ¥ € STy, (1.2)
T ry

where T = t,,,41 —t,, is the stepsize of time discretization. The methods of parametriz-
ing the unknown surface I"Z’H by a finite element function on the known surface I'}’
are now referred to as parametric finite element methods (FEMs). In the matrix—vector
form, Dziuk’s parametric FEM can be written as
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m+1 _ om

M(x’")f + A™MX"T! =0, (1.3)

where x”* denotes the vector which collects the node positions of the finite element
surface I'}', and M(x™) and A(x"™) are the mass and stiffness matrices on the surface
I'}'. Therefore, at every time level, Dziuk’s parametric FEM only requires solving a
linear system which is similar to that from the heat equation on the given surface I';".

Since Dziuk’s paper [23] was published, the parametric FEMs have been widely
adopted for approximating the evolution of surfaces under other geometric flows,
including surface diffusion, Willmore flow, Helfrich flow, and so on; see [2, 10, 14,
25]. In addition to the parametric FEMs, these problems have also motivated and
facilitated the development of many other computational techniques and numerical
analysis, including the following:

e The mesh redistribution technique proposed by Binsch et al. [2] for improving
the mesh quality and computational stability in approximating curvature-driven
surface evolutions.

e The evolving surface finite element methods developed by Dziuk and Elliott in
[26, 27] for solving partial differential equations on evolving surfaces.

e The matrix—vector technique for the analysis of the evolving surface FEMs approx-
imating the surface evolutions under geometric flows; see [37, 39].

e The artificial tangential velocity methods introduced by Barrett, Garcke and Niirn-
berg [7-9] (the BGN methods), Elliott and Fritz [31] (the DeTurck trick) and Hu
and Li[35] for improving the mesh quality without using the mesh redistribution
techniques.

e The novel computational methods for simulating the evolution of solid-thin films
on a substrate described by anisotropic surface diffusion flow and contact line
migration; see [3, 4, 46],

The techniques have largely improved the performance of parametric FEMs in
approximating geometric flows and related problems. However, the analysis of con-
vergence of these methods remains challenging. The available numerical analyses can
be divided into the following several classes:

e The convergence of parametric and evolving surface FEMs for mean curvature
flow and Willmore flow of curves: see the work of Dziuk [24], Deckelnick and
Dziuk [17, 19], Bartels [11], Elliott and Fritz [31], Li [40], Ye and Cui [45], and
so on. The techniques in the proofs are not applicable to the analysis of mean
curvature flow or Willmore flow of closed surfaces.

e The convergence of finite element and finite difference methods for mean curvature
flow and Willmore flow of graph surfaces and axisymmetric surfaces; see [5, 16,
18, 20, 21]. The techniques in the proofs are not applicable to the analysis of mean
curvature flow or Willmore flow of general closed surfaces.

e The convergence of some level set methods and diffuse-interface methods for mean
curvature flow of closed surfaces with low-order accuracy in approximating the
sharp interface evolution; see [15] and [12, 32, 33]. The techniques in the proofs
are not applicable to the analysis of parametric FEMs.
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e The convergence of evolving surface FEMs, with tangential velocity based on the
DeTurck trick, for mean curvature flow of closed curves, graph surfaces, axisym-
metric surfaces, and surfaces of torus type; see [5, 6,20, 21, 31, 43]. The techniques
in the proofs are not directly applicable to the analysis of mean curvature flow or
Willmore flow of general closed surfaces.

e The convergence of Dziuk’s algorithm for mean curvature flow of closed surfaces
in the spatial semi-discretization case with sufficiently high-order finite elements
of degree k > 6; see [1, 41]. The techniques are not applicable to lower-order
finite elements or other algorithms with artificial tangential velocity.

e The convergence of evolving surface FEMs with finite elements of degree k > 2
based on different formulations of mean curvature flow and Willmore flow by
using the evolution equations of n and H; see [13, 30, 35, 37, 38]. The techniques
are not applicable to Dziuk’s algorithm and the BGN type of algorithms.

To summarize, the convergence of some foundational algorithms for surface evolution
under geometric flows remains open, including Dziuk’s fully discrete parametric FEMs
and the BGN methods for mean curvature flow, Willmore flow and surface diffusion
of closed surfaces.

Currently, the analysis of parametric FEMs for the evolution of surfaces under geo-
metric flows is largely limited by the classical approach which estimates the error along
the particle trajectories of the numerically computed surface and the exact surface, i.e.,
estimating " = x”" — x[' by comparing equation (1.3) with the corresponding equa-
tion (up to some defect term d*)

m+1 _ om

M(x;")x*f* + AEMXT = q" (1.4)

satisfied by the nodal vector X} which collects the nodes which move along the particle
trajectories of the exact surface (with the initial condition xg = x"). For the semi-
discretization in space, denoting by ey, (¢) the finite element function associated to the
nodal vector e = X — X, on the interpolated surface I'j, ,.(¢), it was shown in [1, 41]
that the classical approach which tracks the error along the particle trajectories can

yield the following error estimate for finite elements of degree k > 6:
k—1
||3h||L,°°(0,T;L2(rh_*(t))) + ||(Vl‘h,*€h)nh,*||Lt2(0’T;L2(1~h.*([))) <Ch s (1.5)

where ny, . denotes the unit outward normal vector on the interpolated surface I'y, . (¢).
The second term in this error estimate only contains the normal component of the
gradient and therefore could not be used to control the full H' semi-norm of the error
arising from the stability estimates. The lack of control of the full ' semi-norm of
the error makes the numerical analysis challenging and unsatisfactory, and requires
finite elements of degree > 6 (which is seldom used in the practical computation) for
controlling the nonlinear stability terms in the error estimation through the inverse
inequalities for finite element functions. This difficulty was circumvented in [35, 37,
38] by discretizing the evolution equations of H and n. It is noted that the algorithms
which discretize the evolution equations of H and n suffer from a history effect in long-
time simulations, i.e., the errors of n and H may accumulate in a long-time simulation
Elol:;ﬂ
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and therefore certain re-initializations of n and H are needed in the computations once
the accumulation errors reach a tolerance

In addition to the lack of full H' semi-norm estimates, the classical approach which
estimates the error along the particle trajectories also could not be used to prove the
convergence of BGN-type methods, as the BGN-type methods may contain implicitly
determined artificial tangential velocities which cannot be trivially tracked by means
of particle trajectories unless the analytic expressions of such tangential velocities
are available. As a result, the convergence of BGN-type methods for mean curvature
flow and other geometric flows remains open for both curves in two dimensions and
surfaces in three dimensions.

In this article, we address the above-mentioned problems by introducing a new
approach for analyzing parametric finite element approximations to the evolution of
surfaces under geometric flows—to estimate the projected distance from the numeri-
cally computed surface to the exact surface, rather than the distance between particle
trajectories of the two surfaces. To illustrate the basic methodology of this new
approach, we define X' as the distance projection of X, which is assumed to be
sufficiently close to I'(#,,), onto the exact surface I'(¢,,), i.e., X' = ()?{"’*, e fg"*)T
with

m cmo m __ ’\m "liﬂ
Xp =X, = :|:|xj xj’*ln(xj’*), (1.6)

where n()E;." ,.) denotes the unit normal vector at point )E;" . on the exact surface I'(,,,),

and J is the number of the nodes. Using finite element space of order k, we define r 21 N
to be the piecewise curved triangular surface which interpolates the exact surface at the
nodes in X', and define x"*1 to be the nodal vector consisting of the new positions
of the nodes in X' evolving under mean curvature flow from #,, to f,+;. Then we
compare equation (1.3) with the following equation:

m+1 _ gm

M(ﬁ’;’)x*f* FAGMXH = 4, (1.7)

which is satisfied for some defect d” of O(t + h*) measured in the discrete H '
norm on f‘Z’ -

To simplify the notations, we will always identify a finite element function with a
nodal vector. Such a representation is unique once we have specified the underlying
surface. For example, the two integrands of

/: v, and / vy
r rm

have the same nodal vector but are finite element functions defined on different sur-
faces. When the underlying surface is specified, the meaning of v;, has no ambiguity.
Since all the calculations in this article involve either integrals or norms, the above-
mentioned notations for finite element functions will always have unique and clear
meanings on the corresponding surfaces specified in the notations of integrations and
EOE';W
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norms. Let em+1 and éZ’ be the finite element functions of nodal vectors
em+] — Xm+1 _ X*erl and " = x™ — )A(*m’

respectively, and denote by Vrm ey *+1 the matrix with column vectors being the gra-

dients of the components of ¢}’ “ . The matrix—vector product (V. m e}’f H)nh’" L iswell

defined by considering n’’ i« as a column vector. Thus the errors at time levels #,;,41
and 1, are measured in two different ways. In particular, ¢j' is the error by projecting
the nodes of I'}’ onto I'"" := I'(#,,) in the normal direction (orthogonal to the tangen-
tial plane at the nodes). It is this orthogonality that leads to the recovery of full H'!
parabolicity, as explained below.

One important geometric structure of mean curvature flow discovered in this article
is the following estimate (see Sect.5.2):

m—+1 m+1 R m+1 R m—+1
‘/m Vr;‘nXh . Vl—vz1eh —/:m Vl";f*xh,* . V m eh

h,*

m

1
(m+]’ m+]) AT (Am Ah)

> —AZA\, em+] m+] AT
h.*( )+ h 2 Fm

+ Brm (&), et + K’”(e’"“) (1.8)

where A (uh, vp) and A (up, vp) are the normal and tangential components of

h*

the H'! blhnear form on Fh o 1€,

Ay, s ) = /m [V, umi ] - [(Tep om)i]

h,*

Fm

h,*

(up, vp) = / tr[(vf-zn up)I —ay', ® ﬁﬁ*)(szn wn) ']
fp, ke .

and the following estimates hold:

+1 A +1
|BF”’ (eh s 6;’: )| = C”€h ”LZ(f‘m )”Vf‘m 621 ||L2(f‘}'l'f*)’

K" (e D1 = Ch* IV &l i

m+1 R . m+1 .
+ ”V m eh ||L2(F,’l'f*))||vl";,"_*eh ||L2(F}rlri*)-

Note that the two tangential components in (1.8), i.e.,

1 1
2A1{m (em-H m+1) and EAF”’ @, ep,

would be cancelled in the spatial semi-discretization by the classical approach by

estimating the error between particle trajectories (in the classical approach there is no
Fol:'ﬂ
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" on ¢}"). This is the reason that one could only get control of the normal component
of the H' semi-norm in the classical approach. The advantage of the new approach
proposed in this article is that ¢’ is the error from projecting the nodes of I'}’ onto
I in the normal direction, and therefore e}’ is orthogonal to the tangential plane
of I'" at the nodes. This orthogonality relation could be used to eliminate the term

Al{m (e, e;") with the following estimate (changing the tangential H ! semi-norm

to the weaker L? norm):

T A A A 1.5 oM
ALy @ a1 CIEY I g+ CH IV g - (19)
Therefore, the tangential component 5 ATm (em+1 e,'fH ) could be kept and combined

m+1

with the normal component —AN (em+1 ), leading to the following type of
h

estimates:

(||e’"+‘|| st = NI, SRS e,
LA ) L2, h LA ) (1.10)
+ C(t + W52

< Cllep? + CellVin, el

L2(Fm ) LZ(F'" )

This recovers a full H! semi-norm in the error estimates and therefore could help us to
control the nonlinear stability terms in a much better way than the classical approach.

One of the difficulties of applying this new approach is the conversion of hatted
and un-hatted errors in (1.10). More specifically, the two terms

+1
e ey, and 1V &
in (1.10) should be converted to
N 1 +1
[ ety and (Ve €ff ||L2(F,,l)

respectively, in order to apply the discrete version of Gronwall’s inequality. This is
addressed based on the observation of the following two geometric relations.

+1_ 4 .
First, ||Vrm (e —eZ“)H is high-order smaller than ||Vrm e’”||L2(Fm X . This

in (1.10) (plus

L)

could be used to convert e||Vrm en? to €|V " eZ”l 113

LZ(F"’ )
high-order smaller terms); see Sect. 5.3.

Second, the orthogonality of ¢} to the tangential plane at nodes leads to the fol-
lowing geometric relation (see Sect.3.4):

L2()

~Am+1 +1 1 1 +1
et = Ll e+ 1

FoE'ﬂ
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where f} e g, (F,’Z:l) is the higher-order corrector from the Taylor expansion,
satisfying the following estimate (i.e., the remainder is quadratically smaller):

L <@ = a2 @ el 2 at the nodes.

1 A 1
2 o [leyT!?

This relation could be used to convert |le), 41, 1in (1.10)
L2 Fm ) L2 l—vVll )

(plus high-order smaller terms); see Sect.5.7. These two geometric relatlons lead to
the following type of estimates:

(||A’"+‘|| )+ 1V et

ety = 18315z 17
L2 hRp2m ) L2 )

(1.11)

<cler? + Cel|Vip eZ’“ + C(t + h52.

L2y ) ”L2 )
The H! semi-norm in (1.11) could also be used to obtain estimates in the following
forms:

1
2

||Vl—~m+l€h (change of underlying surface) and |Vj 1 ézﬁ-l I

Lz(Ferl Lz(rm+l)
The recovery of the full H! parabolicity in the new approach described above is
based on utilizing the geometric structures of the curvature flow and the time discretiza-
tion which allows us to introduce an intermediate local flow from £ tox”**!. This local
flow could not be defined in the time-continuous case (spatial semi-discretization), nor
could it be extended to the whole time interval [0, 7] as a continuous flow map. We
present this new approach through analyzing Dziuk’s fully discrete parametric FEM
for mean curvature flow of closed surfaces in the three-dimensional space, and show
that this new approach could yield much better results than the classical approach, i.e.,

[7/7]

A )2 A k\2
1<me1T /7] I ”LZ(fZ’,*) * Z] wIVey 4 ”L2<F'" y S CE R (1.12)
m=

In particular, higher-order convergence in space is proved in comparison with the
result (1.5) given by the classical approach, and the requirement on the degree of
finite elements (to control the nonlinear terms in the stability estimates) is relaxed
from finite elements of degree k > 6 to k > 3 for surfaces in the three-dimensional
space.

Moreover, since this new approach is proposed to estimate the projected distance
instead of the error between particle trajectories, it automatically neglects the tan-
gential motion in the numerical approximation and therefore provides a foundational
mathematical tool for analyzing other parametric FEMs which contain artificial tan-
gential motions. This will be demonstrated in the subsequent articles.

The rest of this article is organized as follows. In Sect.2 we present the statement
of the main theorem on the convergence of Dziuk’s fully discrete parametric FEM for
mean curvature flow using the concept of the distance projection error. In Sect. 3, we

FoE'ﬂ
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present the general settings of the new framework introduced in this article, including
the approximation properties of the interpolated surface, the induction assumptions
for the accuracy of approximations, and the geometric relations arising from distance
projection at nodes. The proof of the main theorem is presented in Sect. 4 (consistency
estimates) and Sect.5 (stability estimates) based on the general settings of the new
framework established in Sect.3 and the optimal-order approximation properties of
the interpolated surface. Finally, numerical results are presented in Sect. 6 to support
the theoretical analysis, and concluding remarks are presented in Sect. 7. The rigorous
proof of the optimal-order approximation properties of the interpolated surface is
presented in Appendix.

2 Convergence Results for Mean Curvature Flow

We use the following notations for the initial configurations of the surfaces.

'0: Exact surface at the initial time 7 = 0, i.e. T'0 = I'(0).

Fg: The piecewise curved triangular surface (each piece being the image of a
reference triangle under a polynomial map of degree k) that approximates I'0.
Fg,f: The piecewise flat triangular surface (each piece being the image of a refer-
ence triangle under a polynomial map of degree 1) whose vertices coincide with
the vertices of Fg. Thus ngf is uniquely determined by 1"2.

If K is a curved triangle on 1"2 and K? is the flat triangle on Fg ¢ with the same

three vertices as K, then we denote by Fyo : K ? — K9 the unique polynomial of
degree k which parametrizes K°. We assume that the initial triangulation is sufficiently
good with the following property:

F . Fl - < Ko, 2.1
KI??IE}: (I Froll . k) T I1Fgollw (k) = Ko @D

where kq is some constant that is independent of A. This property holds for standard
parametric finite elements and guarantees the following optimal-order approximation
of the piecewise triangular surface I‘2 to the smooth surface I'’ (the error of Lagrange
interpolation):

max (||a0 o Fgo — Fgoll poog0y + h)a® o Fyo — FK()”WLQC(KO)) < Ch**1,
KOcry f f

2.2)

where a®(x) denotes the projection of x onto I'’ such that x — a®%(x) = +|x —
ao(x)|n0(a0(x)) with n° denoting the normal vector on 'Y The projection a®(x) is
well defined for points x in a neighborhood of I'? and therefore well defined on Fg
for sufficiently small mesh size 4.

Lett, = mt,m = 0,1,..., N, be a partition of the time interval [0, T'] with
stepsize T > 0, and let x’j", j =1,...,J,bethe nodes of the approximate surface F}’,"
given by Dziuk’s parametric FEM at time level ¢ = ¢, with finite elements of degree

EOE';W
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k > 1. We denote by %" the set of curved triangles which form the approximate
surface I'}'. Each curved triangle K € ;" is the image of a curved triangle K 0c Fg
under the discrete flow map X 21 and has a parametrization Fg : K? — K, which
is the unique polynomial of degree k that maps K P onto K, where K P is the unique
flat triangle which has the same three vertices as K. The finite element space on the
approximate surface I'}" is defined as

Sp(TM)y = (v, € HY (T 1 vy 0 Fx € PE(KP)? forall K € ™),

where P (K]9) denotes the space of polynomials of degree k on the flat triangle K ? .
The following notations are used in the statement of the main results for mean
curvature flow (more notations can be found in Sect.3.1).

'™ Exact surface at time level 1 = ¢,,.

I['}*: The numerically computed surface at time level 1 = t,,,.

x: The nodal vector consisting of nodes’ positions on the numerically computed
surface I'}".

X!': The distance projection of x” onto the exact surface I""".

f’;’f .. The piecewise triangular surface which interpolates I'"" at the nodes in XJ".
X' The finite element function with nodal vector x™. It coincides with the identity
map, i.e., id(x) = x, when it is considered as a function on I'}".

Let § > 0 be a sufficiently small constant such that every point x in the §-
neighborhood of the exact surface I'"* = I'(f,), denoted by Ds(I'"") = {x € R? :
dist(x, ') < 8}, has a unique normal projection onto I'"*, denoted by a™ (x), satis-
fying the following relation:

x —a"(x) = £|x —a" (x)[n" (@™ (x)),

i.e., x —a™(x) is orthogonal to the tangent plane of I'" at @™ (x). Thus the distance
projectiona™ : Ds(I'™) — ' is well defined, with a constant § which is independent
of m (but possibly dependent on T').

The interpolated surface f‘Z1 , is determined by the nodes in X', which is obtained
by projecting the nodes of the numerically computed surface I';" onto the exact surface
™. We shall prove that the numerically computed surface I'} is in a §-neighborhood
of the exact smooth surface I'" so that the projection of the nodes of I';' onto I'"* are
well defined (thus the interpolated surface IA’Z‘ . 1s well defined).

As mentioned in the introduction section, we always identify a finite element func-
tion with a nodal vector. Correspondingly, the interpolation operator I, should be
interpreted as the determination of the nodal vector which uniquely corresponds to
a finite element function after specifying the underlying surface. The lift of a finite
element function v, onto the smooth surface I'" is defined as

v = vp o (@ |gp )7
Sk
FolCT
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by first identifying vy, as a finite element function on the interpolated surface f}’f’ 45 S€e

[22, Section 2.4] and [37, Section 3.4]. The inverse lift of v € LZ(I"™) onto IA”;?* is
defined as v~/ = v o a™.
In order to measure the error between the numerically computed surface I'}’ and

the smooth surface I'", we define the lifted error function
ém = X —idrm € H'(I™),

where X ! denotes the lift of X' onto I'™" through the interpolated surface F

By the new approach descrlbed in the introduction section (described more spemf—
ically in the next section), we shall prove the following theorem on the convergence
of Dziuk’s fully discrete parametric FEM for mean curvature flow of closed surfaces
in the three-dimensional space.

Theorem 2.1 Suppose that the flow map ¢ : T° x [0, T] — R3 of the mean curvature
flow and its inverse map ¢ (-, 1)~ : T'(t) — T'° are both sufficiently smooth, uniformly
with respect to t € [0, T], and the initial triangulation of the surface is sufficiently
good, satisfying (2.1). Let X} be the finite element solution given by Dziuk’s parametric
FEM in (1.2) with initial condition Xg = id on Fg. Then for any given constant ¢
(independent of T and h), there exists a positive constant hq such that for T < ch* and
h < hg the following error estimate holds for finite elements of degree k > 3:

[T/7]
A2 § : A2 2k
1<I£ln<a[)]("/‘[] ||€ ”LZ(I"m) + T||Vl"me ”LZ(F”’) =< Ch s (23)
- m=1

where the constant C is independent of T and h (but possibly dependent on ko and T).

Remark 2.1 The condition © < ch* is required in proving the shape regularity of
triangulations and the optimal-order approximation to I'’”* of the curved finite element
interpolated surface f‘Zf*. The restriction to finite elements of degree k > 3 is due to
several technical difficulties, including

(1) The application of the inverse inequality on the two-dimensional surface 1:‘;’1'” o 1€
165 ooy < CH20 gy < CRT2(T + ), (2.4)

which is used to guarantee the equivalence of norms between the approximate
surfaces I'}", 1:‘;’1’” , and FZ’;A. The convergence of the numerical approximations
in the W% norm based on inequality (2.4) requires T = o(h?) and k > 3.

(2) The proof of shape regularity of triangulations and the optimal-order approxima-
tion to '™ of the curved finite element interpolated surface lg;l’f* also requires
k > 3.

Remark 2.2 The proof of Theorem 2.1 could be trivially extended to any partition
0=ty <t <--- <ty = T with variable time stepsizes 1,, = t,, — t,,,—1 under
FoE"ﬂ

@Sprmger U_.jOﬂ



Foundations of Computational Mathematics

the condition 1maxN Tn = o(h*). Although the stepsize condition is required in
<m<

the proof of convergence for the parametric FEM, it is not observed in the numerical
experiments.

The rigorous proof of Theorem 2.1 via the new approach discussed in the introduc-
tion section is presented in the following sections.

3 General Settings of the New Framework

In this section, we present the general settings of the new framework introduced in this
article for estimating the projected distance from the numerically computed surface
to the exact surface. These general settings, including the properties of the interpo-
lated surface, the induction assumptions for the accuracy of approximations, and the
geometric relations arising from distance projection at nodes, are also applicable to
the analysis of other geometric flows and parametric finite element algorithms. The
analysis of Dziuk’s parametric FEM for mean curvature flow will be presented in the
next section based on the general settings established in this section.

3.1 Notations

For the simplicity of notations, we identify a finite element function with a nodal vector.
For example, [lvp|lpm and [lvp ”FZ" denote the norms of a finite element function (a
h,*

nodal vector) on the two different surfaces f‘}’l'f , and I'}", respectively. The following
notations for different surfaces and flow maps will be frequently used in the analysis
of parametric finite element approximations to geometric flows. These notations are
defined in the text and summarized below for the convenience of the readers.

'™ Exact surface at time level t = ¢,,.

I'}': The numerically computed surface at time level # = £,,.

x": The nodal vector consisting of nodes on the numerically computed surface
.

X":The distance projection of X onto the exact surface I'".

x"+1: The new position of X evolving under mean curvature flow from , to

Int1-
') - The piecewise triangular surface which interpolates I'"™ at the nodes in XJ'.
F,’f:f]: The piecewise triangular surface which interpolates I'"**! at the nodes in
xH

sk
X}': The finite element function with nodal vector x™. It coincides with the identity

map, i.e., id(x) = x, when it is considered as a function on F;’f.

m+1 When it is considered

X Z"H: The finite element function with nodal vector x
as a function on I'}", it represents the local flow map from I'}" to T} +
b i The finite element function with nodal vector X['. It coincides with the
identity map, i.e., id(x) = x, when it is considered as a function on le*.
FolCT
e
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X, ’"H : The finite element function with nodal vector x”+!. When it is considered
asa functlon on [ 1.« it represents the local flow map from f . to Fm +1.

X"+1: The local flow map from I'” to I'"”"*! under mean curvature ﬂow.
e;': The finite element error function with nodal vector &” = x" — X'
¢! The auxiliary error function with nodal vector e”+! = x"+1 — x/+1,
;" The flow map from I') to T'/"".
‘JBZI* The flow map from 1"2 to f’Z’*
H'™: The mean curvature on I'"".

: The normal vector on I'"".
a™(x): The distance projection of x onto I'"*.

"': The extension of n™ to a neighborhood of I'"* by nl! = n™ o a™. It can also
be viewed as the inversely lift of n™ onto f‘Z’ .

.. The normal vector on F’”
The normal vector on Fm

N " The normal projection operator N”' = n”(n”) " on f‘;’l'” .
N™: The normal projection operator N = n”(n™)" on I'”". Thus N is the lift
of N* onto I'".

f",;"* The tangential projection operator 7, = [ — i n WL I *)T

on f’ﬁ i

T!": The tangential projection operator 7" = I — n”(n”) " on f,’[’*

T™: The tangential projection operator T = I — n™(n™)" on I'™. Thus T™ is
the lift of 7" onto I'"".

3.2 Approximation Properties of the Interpolated Surface fh’" .

If K is a curved triangle on f’m then we denote by K the curved triangle on Fg
which is mapped to K by the dlscrete flow map xm 14> and denote by Fo : K P — KO
the parametrization of the curved triangle K C F2 (as in the beginning of Sect.?2),

where K P is the flat triangle which has the same three vertices as K°. The flat triangles
K P form a piecewise flat triangular surface

Iy, = U K?.

KOery

We still denote by X o Fg’f — f‘;{f . the unique piecewise polynomial of degree
k (with the nodal vector X7 as before) which parametrizes IA‘Z’ ,» and denote by

and || X7

h,*”W,{'“’(F}f ) the piecewise Sobolev norms on I') ¢, i.e.,

5m .
”Xh’* ”H;,{ (rg.f)

m m 2
185wy = (D0 1RR G g0))” and
KPcry

)% j.00 = max )2' i 0y
” h,*”w}{ (r?z,f) to g_f ” h,*”WIvOO(Kf)
FOE
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For the discrete flow maps X,’f* : 1"2 P fZ’*, m=20,1,..., wedenote

= X7 7 gm \—1 N
1= max (VG gt g + D5 Dy e+ IR ™ ey )

R i v
ot = 108 R ey + Dyt )

@3.1)

By pulling functions on f‘;l"* back to Fg’f via the map )A(,’:‘* : Fg’f — f‘f* (and vice
visa), one can see that the wbp, p € [1, oo], norms of a finite element function (with

a fixed nodal vector) on 1"2 ¢ and f‘Z’ , are equivalent up to constants which depend on
K1, 1.€.,

-1
CKI ”vhnwl‘p(f‘;ln*) =< ”vh”WIVII(]“gf) < CKIHUh”‘/Vl,p(f‘Zn*) for 0 <m < l.

Accordingly, the interpolated surface f‘f , approximates the smooth surface I'" to the
optimal order, as shown below.
In fact, for a curved triangle K C Fh 4 its parametrization Fx = X}, | KO K —

K (a polynomial of degree k) satisfies the following estimates as a result of (3.1): For
m=0,...,1,

1
2
(X WFkIigo)” + max [ Fellyioqn, + max [ llyiooqgpy < 0
fhm f kc Fh* Kcrh*
Kty

2
(X 1Fklge) + X[l < K
Kciy, x

(3.2)

Then, in terms of the normal projection a™ : Ds(I'"™) — I'™, we obtain a map
a"oFg : K P — '™, and F is the unique polynomial of degree k which interpolates
the function a” o Fg at the nodes of the flat triangle K? . Therefore, the following
polynomial approximation property holds:

> (la™ o Fx = Fi22 o) +h2lla™ o Fx = FiI31 o))
Kcry,
k+
= O Y IV @ 0 FOla g,
Kcl“,g'f*
2k+2 Ji Ji
< Ch¥*t 3" > IVioFk Vo Fellpa o,

Kcim  jit+ji=k+1
" max(ji,.... i) <k

< Cq(L+xkZph* 2 for m=0,....,1, (3.3)

Fo C 'ﬂ
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where we have used (3.2) in the last inequality. The right-hand sides of (3.3) may
depend nonlinearly on «; but only have quadratic growth with respect to «, ;. This
quadratic growth with respect to «,. ; is crucial for us to prove that «, ; is independent of
7, h and [ (possibly depending on T') by using Gronwall’s inequality on || X Z’ Ll HETO)
see Appendix.

We denote by Ik the interpolation operator on the flat triangle K? . Since Fx =
a™ o Fk at the nodes of KIQ , it follows that Ix[a"™ o Fg] = Fk. The interpolation of

the distance projection a™ : f‘,’l” . — " onto the curved surface fZ’ , 1s denoted by
Ina™ = Ix[a™ o Fglo Flgl =1id on a curved triangle K C f‘Z’*.

Therefore, the parametrization a™ : f‘}’l” . — ' of the smooth surface I'" satisfies,
form=0,...,1,

la™ = Ina" i )+ hlla™ = @™ s gy < Cq (14 kDR (34)

which can be obtained by pushing forward the estimate in (3.3) from K P to K.
For a smooth function f on the smooth surface I'"*, we denote by I f the inter-
polation of the inversely lifted function £~/ = f o a” onto I'',. and denote by

(I f)! the lift of I, f onto I'™. Then the following approximation estimates hold for
m=0,...,1[:

1F ™" = I fll gy + I = I f iy < Ca (U )R

(3.5
If = ) 2omy + 1 = Un O N i omy < Co (14 ke DR,

which can be proved similarly as (3.4), i.e., replacing a” by f o a™ in (3.3).

We denote by n™ the unit normal vector on I'"" and denote by n!! = n" o a™ a
smooth extension of n"™ to a neighborhood of I'". In particular, n}' is well defined on
FZf* as the inverse lift of n™ via the distance projection a, and ||n' || wheo(f ) <C.

Let K C f‘Z’ ,. be a curved triangle and let K C T be the image of K under the
distance projection a™ : IA‘Z”* — '™, In the parametrization Fg : K? — K of the
curved triangle K C f"” ,» via a rotation we can assume that the flat triangle K? is in
R? with coordinates u and v. Then the normal vectors on K C f‘Zf , and K cC rm,
both being pulled back to K? , are given by

_ 0, Fg x 0, Fg and 1" o Fe — 0,(@™ o Fg) x 0y(a™ o Fg)
0, Fx x 0, F| * 2K T 0@ o Fy) x 0y(a™ o Fi)|’

fl;ﬁ*oFK

respectively. The first inequality in (3.2) implies |ﬁ’ﬁ* oFx—nlloFg| < Cy |V1<? Fx|
and therefore, from the L°° version of (3.3) we obtain

Am m
””h,* —n, ”Loo(f‘m*)

EOE';W
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= max ||nh*oFK—n oFK||LOO(Ko)
KCI‘;,"*

IA

CK[ mé}ﬁ ”VK?(FK —ao FK)HLOO(K?)
h,x

<Cy mzpr(n hk”V/;{thl(aoFK)HLoo(K?)

KCFh’*
k J1 Ji
<Cy max h E ||V -~-VK0FK||LOO(K§))
m f
K i =k

max(ji,..., j)) <k—2

+Coq max W (IVgo FxII7 s g0, I Vo' Fi Il oo 0
ki1 Kcl"h* ( Lok " T K (K¢)

k—1
+ ||VKQFK||L00(K0)||VK0 FK“LOO(KO))

+ €, max hk||VK0FK||Loo(K0)||VKoFK||Loo(1<0) (chain rule)
Kcry,

< Co (1 + 1 DHFY fork > 3, (3.6)
where we have used the following inverse inequalities:

”Vi?FK”LOC(K?) = Cth_l ”VK?FK”LOO(K?) < Cth_lK],

IVieo Fic ooty < Cah™ IV Fic ooty < Coh™
Following the same proof, we also have the L>-version of the above estimate:
15 =l iy < Cia(l+ kDB 3.7
From (3.6) we see that, if the mesh size 4 is sufficiently small such that

(1 + ke )h=2% < ¢! (3.8)

K|

then the following inequality holds:
15 =l oy < 1. (3.9)

This estimate will be used in the consistency and stability estimates in the next two
sections. The existence of a constant A, ., , such that condition (3.8) can be satisfied
for h < hy, «,, will be guaranteed by induction assumption (3) in the next subsection.
In the rest of this article, we denote by C a generic positive constant which may be
different at different occurrences, possibly dependent on «; and 7', but is independent
of 7, h, m and k. ;. We denote by Cp generic positive constant which is independent
of «;. For the simplicity of notation, we denote by A < B the statement “A < C B for
some constant C”.
FoE'ﬂ
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3.3 Induction Assumptions

The error estimates for the parametric finite element approximations to evolving sur-
faces generally require some mathematical induction on the accuracy of numerical
approximations at previous time levels. For the analysis of Dziuk’s parametric FEM
for mean curvature flow, we assume that the following conditions hold form =0, ..., [
(and then prove that these conditions could be recovered for m =/ + 1):

(1) The numerically computed surface I'} is in a §-neighborhood of the exact surface
'™ Therefore, the distance projection of the nodes of I'}" onto I'"* are well defined

(thus the interpolated surface ﬁZl . 1s well defined).
(2) The error &) = X} — X }’f , satisfies the following estimates:

(3) The constants «; and k. ; are independent of 7 and h. Accordingly, for any con-
stant Cy, appearing in the following analysis, condition (3.8) can be satisfied for
sufficiently small /.

For the other methods and other geometric flows, these mathematical induction
assumptions could be adjusted according to the numerical analysis.

The following results can be obtained from (3.10) by applying the inverse inequality
of finite element functions:

5 1.5
IVen &llgap ) S0 1 ey S 'S and Ve &l oqim ) < R0
(3.11)

which guarantee the equivalence of L” and W!? norms, 1 < p < oo, of a finite
element function v, (with a fixed nodal vector) on the family of surfaces

= (L=, oy, 6o, 1],

which are intermediate between the interpolated surface f’;’f , and the numerically
computed surface I'}"; see [39, Lemma 4.3]. In particular, the L? and WP norms of
a finite element function (with a fixed nodal vector) on f‘}’," , and T} are equivalent.

3.4 Geometric Relations

In this subsection, we present two types of geometric relations which will be frequently
used in the analysis of parametric FEMs by the new approach proposed in this article.
Firstly, if the nodes of FZ”I are in a 8-neighborhood of the smooth surface I +!
(thus the projections of these nodes onto I'"**+! are well defined) then, since the hatted
error is defined through distance projection, we have the following formula at the finite
Fo C "ﬂ

@ Springer u.. jO E|



Foundations of Computational Mathematics

sm+1

/ ”m + l('lﬁ.rlllr:l)

I~m+]
Fig.1 The geometric relation at the j-th node

element nodes:
"Z’l*‘rl _ Ih[( m+1 ;Vl+1)nfkn+l] + fh (312)

where f}, is the higher order corrector from the Taylor expansion by considering the

discrepancy between the distance projection from X, M+ onto I+ and the orthogonal

projection of ehm+l =X, m+1 - X, m+1 along n*1; see Fig. 1. From the orthogonality

relation, it follows that the amphtude of f3 is no greater than the square of the tangential
projection of eh I at the nodes, i.e.,

| fnl ST —n @) T1e 112 at the finite element nodes. (3.13)

This geometric relation plays an important role in the following analysis.
Secondly, we denote by XZ‘;r F}’z" . = FZf:f] the local flow map under which

the nodes of f"" ', move exactly according to mean curvature flow, and denote by
xmtl.pm F’"‘H the local flow map of mean curvature flow. Since Xm+1 - X”’
XM+ _{d at the finite element nodes, it follows that

Xyt =Xy, = L(x™ —id) on Iy,
X" _id = 0" + g™t on I'",

where v is the exact velocity of the geometric flow at time level t = 1, (for mean
curvature flow we have v = —H"n" with H" and n"" being the mean curvature and
normal vector on '), and g” is some smooth correction from the Taylor expansion,
satisfying the following estimate:

g™ llwr.ooqrmy < Ct. (3.14)
Fol:'ﬂ
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Therefore, we obtain

m+1 m __ m+l1 N m+1 v
Xy =Xy =e —e X0 — X

m—+1 ~M m m (315)
=e)" —ey +th (" +g").

This relation plays an important role in estimating the numerical displacement X Z’H -
Xm
-

3.5 Recovery of Full H' Norm by the Normal Component’s H' Norm

Since (1 —n" (n™) T)é" = 0 atall the nodes of IA*’"’*, its interpolation on IA*,’Z* vanishes,
ie. Ip[(I —nT (nfk”)T)éZl] = 0. Therefore, with the help of norm equivalence relations
on different surfaces in [22, Section 2.4] and the super-convergence type arguments,
on a curved triangle K C IA”Z‘* (with parametrization Fg : K19 — K defined in
Sect.3.2) we have

I = n2 () ey N 2k
=1 =n e — I —nl @) e 2k
~ LU = n e o Fr — Il =l () ey T o Fill 2 ko,
(here the norm equivalence[22, Eq. (2.18)] is used)
S KA = n @ DeR T o Fil i ko)
k
. A .
Sh +IZ<||E;,”OFK”H/¢4(K'Q) Z ||V;(1?FK||LOO(K?)
i=0 Jitetii=itl
J
< IV il )
k i+1
S I’lkJrl Z (hfkﬁ’l ||éh o] FK”LZ(KP) Zhil*IJrl”FK ||IW100(K19)>
i=0 =1
Shllegll2y  (the first inequality of (3.2) is used)
S hll@y - nHn i) + hIA =0 () D N2k (3.16)
where ~ denotes the norm equivalence relation. For sufficiently small %, the last term

on the right-hand side of the inequality above can be absorbed by the left-hand side,
and therefore

I = n Y D& 2y S PR - nEMY 2 (3.17)
The corresponding H '-norm estimate can be proved similarly:

I = n DD gy S BIE - nDn g o (3.18)

FolCT
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This implies that the tangential component of ;" is much smaller than its normal
component, and the full L? and H ' norms can be bounded by their normal components
(for sufficiently small 4), i.e.,

15 gy = 2065 - RO N g - (3.20)

4 Consistency Estimates

Under the induction assumptions in Sect. 3.3, we present estimates for the consistency
error of Dziuk’s method for mean curvature flow for m = 0, ..., /. The following
lemma, proved in [39, Lemma 4.3], states that the norms of the finite element functions
with same nodal vectors on the family of surfaces

.= —6ery, +6ry, 6elo, 1],
are equivalent.

Lemma4.1 If ||V]:Zl*éhm ”Lm(ﬁif*) < %, then the following equivalence of norms hold
forl < p <oc: '

S < A < .
||vh||L1’(F}’,’f*) ~ ”Uh”LP(F;l"ﬂ) ~ ”Uh”LP(F;l"'*)’

IIVf}rZ*vhlle(fﬁ*) S IIVf%vhllLP(ﬁ;ﬁnﬂ) S IIVﬁﬁ*vhlle(fo*)-

The following lemma states that the error between two integrals due to the pertur-
bation of the surface in the normal direction is O (h*+1).

Lemma 4.2 The following estimates hold for fi, f» € Wl’oo(f‘,’l’f*) and their lifts
fl f3 e wheermy:

‘/rm Jifa— /rm fllle‘ S U+ D fi Wzoopm H L2l 2 em
h,x ’ ’
and
‘/: me f] . van f2 —/ Vl"m fll . vl"m le
r}r[rf* h,* hx rm
S A+ oD Ve fill o IV fallp2gim .

for sufficiently small h.

FoC'T
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Proof We defined the distortion factor as 3’" LX) == do™(a™(x)) /d&h’”*(x) for all

x el hx» Where o™ and 6 oh ,. are the measures on I'"" and FZ‘* respectively. From [22,
Proposmon 2.5], we have the formula

g™ ()" (@™ (x))
1+ g™ (x)«}" (a™(x))

2
) = n" @) -7 o [ (1 - ) vxefy,
i=1

where q”‘(x) la™(x)—x| = |a"™(x)—Ina™ (x)] is the distance from x € Fm tol',
and k", i = 1, 2 are the principle curvatures of I'"*. The L° analouge of (3. 3) (which
follows from (3.3) and the inverse inequality) implies that ||g" (x)[|L~ < C( (1 +
K*J)hk. Therefore, based on induction assumption (3) in Sect. 3.3, for sufficiently
small & satisfying (1 + x,)hF < C,;l, g™ (x) is a small quantity such that 1 +
q" (x)k" (@™ (x)) = 1/2. Therefore, using the notation n (x) = n" (a™ (x)), we have

11— 8, ()] < |1 —nf(x)- A, ()]

2 m m(m
+ e (1= [0 iq(nfzféxf5<ﬁ&>>)\
S In () - (n (x) — Ay, ()] + g™ ()]
< (x) — AL (O + " (x) — La" (x)| Vx € T]',
where the last inequality follows from the almost orthogonality between nf' (x) and

ni(x) —ﬁ% , (%) leading to a squared small term. As aresult, using a change of variables
and (3.6)—(3.7), we get

\/ flfz—/ HA) = \/ (=) fif2
i rm o

Sm
S ”1 - 5h’*||L2(ﬁlT*) ”fl ”LOO(f‘IVln*) ||f2||L2(f~;n*)
S (”am - Iham|lL2(f*}rlrt*) + ”n;n - ;l;ln,*”LZ(f*zﬂ*)”n;n - ﬁZl’*”Lw(f}tln*))
”fl ”LOO(f*Zi*) ” f2 ”LZ(f*;In*)
1 21 2k—1
S A+ rph ™+ A+ )W) il 12l g

1
< At DAl oo 1Rl g

where the last inequality requires £ to satisfy the mesh size condition in (3.8). This
proves the first result of Lemma 4.2. The proof of the second result is similar and
omitted.

FoE'ﬂ
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The consistency error of Dziuk’s method for mean curvature flow is defined as the
following linear functional on ¢y, € S, (I'}",):

m+1 id

h,
h,x hyx
Xm+1 _ ld
h,
:/ *T ¢h+/ Hml’lm%ﬁ;z
i rm

_/ Vrnid - Venglh + /rm Vﬁf*XZ:l “Vem On
h,* ' Y

(since — Armid = H"n™ on I''™)

=:d{" (¢n) + d3' (Pn), 4.1
which is estimated in the following lemma.

Lemma 4.3 Under the conditions of Theorem 2.1, the following estimate holds for the
consistency error:

4" @) S (4 ket DT Ignl 2

+ (Lt kDR bl gy ey Y bn € ST

Proof Since XZ’:I —id = I,(X™*!" —idpm) on f‘Zf*, where X" *! denotes the local

flow map from I'”* to ["+1 under mean curvature flow, it follows that d\" (¢p) can be
decomposed into the following parts:

+1
m _ }rln* —id m,_m /
di' (¢n) = w7 -~ + H"n™ - ¢,

I‘m

Fh.*

Xm+l —idpm
= / <Ih% + Ih(Hmnm)> - bn
h,*

- / (Iy(H™n™) — H™n™ =1y - gy,
r.

_ Hm,flnm,fl . ¢h + Hmnm . ¢£z

fm m
Fh,* r

=:d}}(¢n) + d5(dn) + dis(Pn). 4.2)

The first term on the right-hand side of (4.2) can be estimated by using Taylor’s
expansion of equation 9; X = —Hn at time level ¢ = t,,, which implies that

X" —idpw
Al S | S+

H™n™ H
T

. < .
LOO(FW)IIWIILZ(FK*) SR A TER

FoC'T
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The second and third terms on the right-hand side of (4.2) can be estimated by using
the approximation property of the Lagrange interpolation in (3.5) and the geometric
perturbation estimates in Lemma 4.2, i.e.,

A5 @] + 15| S (1 + ks DR gl i

Similarly, since X;l":l = I, X"+ it follows that dy' (¢y) can be decomposed into
the following parts:

& () = /
s
- /fz;

+/; Vf‘;’” X]’ln,* . Vf‘;l” ¢h - / V]"m (X}’:t*)l . V]"m(bll/l
Firln.* * o rm

vam XZT:I . Vl:m d)h - / vl"m ld . V]“md)él
h,* ’ h,* rm
*

. m+1 _ ym L VUa
Vim Xy = Xhs) - Vi O

+ f Ve (X)) —id] - Ve,
l"nl

= dy1(¢n) + d3y (¢n) + dy3(¢n). (4.3)

Since XZ’;H — XZ’* = [,(X"™*t! — idw) on IA“hm*, we furthermore decompose as
follows

5y (pn) = / Vi (X" —idrn) - Ve

Fh,*

- /F Venlp(X" = idrm)]' - Ving,
+ fr Ve (X iden)l| = (XM iden)) - Vi)
n / Ven (X" iden) - Vind)

— 2 (@) + () + ().

The first term, d5},(¢,), can be estimated by the geometric perturbation estimates in
Lemma4.2,1i.e.,

51 @) S (1 e DR X = idrm) g o o 0 g

5 (1 + K*,[)hk+lr||¢h”H1(f‘Zl,*) 5 (1 + K*,l)hk'C”(bh”LZ(f‘Zf*)

The second term, d}},(¢), can be estimated by using the approximation property of
the Lagrange interpolation, i.e.,

EOE';W
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55 (@n) | < (1 e DR IX" Y —id el st ol o i
S At DB Tllbnll gy ey S A A D TGl -

The third term, d3};(¢,), can be estimated by using integration by parts (see Lemma
5.1, item 3), i.e.,

313 (Pn)| = ‘ f Apn (X" —idrm) )| < Tlldnl 2 -
rm '
This proves that

The second term on the right-hand side of (4.3) can be estimated by using the geometric
perturbation estimate (Lemma 4.2), with

A3 @n)| S (1 + DB lgnl o g

Since (Xh’"’*)l —id = (Iid)! — id on '™, the last term on the right-hand side of (4.3)
can be estimated by using the approximation property of the Lagrange interpolation
in (3.5), which implies that

35 @m) < (L4 ks DR 1l gy o -

Combining the estimates above, we obtain the result of Lemma 4.3.

Lemma 4.3 shows that the consistency error is O (T ||¢p, ||L2(1-m ) + 1Ky, ||H1(Fm ))
InLemma4.5, we show that the consistency error can be 1mpr0ved to O (||l L2( Fm )—i—

Wl H(@E )) if the test function ¢, is approximately in the tangential plane.

The proof relies on a geometric structure of mean curvature flow and the super-
approximation estimates in Lemma 4.4. The proof of the super-approximation
estimates in Lemma 4.4 is the same as that of [35, Lemma A], also similar to the
proof of (3.16), and therefore omitted.

Lemma4.4 Let vy, w, € Sy (f‘;l"*) be two finite element functions, and let T" =
I —n? (nZ‘)T be the tangential projection matrix. Then the following estimates hold:

”(1 - Ih)Tsznvh”LZ(r‘m ) ~ h”vh”LZ(]‘*m )
”vf‘zﬂ*[(l - ]h)T;nvh]”LZ F’" D~ h”U/’l”Hl rm )’

— < B2 . .
”(1 Ih)(vhwh)”LI(I‘m )~ h ||vh||H1(FZ'f*)”wh”Hl(l";,"‘*)'

Fo C 'ﬂ
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Now we are in a position to establish the following improved estimate for the
consistency error, which will be used for estimating the tangential motion given by
Dziuk’s parametric FEM.

Lemma 4.5 Under the conditions of Theorem 2.1, the following estimate holds for
én € Su(Ly)',):

" (T ¢ < (U B D TINT fn 2 i

+ (e DE T Gl g o - (44)

Proof From the proof of Lemma 4.3 we see that all the terms in d{'} (¢n) and dé”j (dn),
Jj =1,2,3, are bounded by

(1 + K*,lhkil)t“th”Lz(f‘Z’*) + (1 + K'*,l)hk+1 ||¢h||H1(f*;‘"*)

except dy3(¢p), which is only O (h* ||y, ”Hl(f;',"*))' Since I, T ¢p = InT I, T ¢y, it

suffices to prove the following result:
35 I T )| S (L ke Dl g o -
Then replacing ¢, by 1, T)" ¢, yields the desired estimate in Lemma 4.5.

Since Xh’"!* = id on f‘}’l’f*, it follows that (X}’ﬁ*)l = id’ on I'™. Therefore, we can
rewrite dy5 (1, T," ¢p,) into the following form:

A (I T ) = / Vrm (id' — id) - Vrn (I, T ¢p)!
l"m
= / Ven (id' —id) - Ven T" ¢,

+ / VenGid! — id) - Von (1T ) — T 1)

=t d3 (¢n) + d3s; (dn).- 4.5)

Since 7" = I — n”(n™) T and T)" is the inverse lift of 7" onto f‘,’l'f ,» it follows that

d3s, (dn) = /F Ven (id' —id) - [(Vengp) (I — 0™ (™) )]
+ / Ven (id! = id) - [Ven (I — (™) 7)1}
= / Ven[(I —n™(m™) ") (d' —id)]Vrn ),
l"m

— | [Ven(I =" (™) DH]Gd" —id) - Ve,
I‘m
EOE';W
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-+L/ Ven (id —id) - [V (I — 2™ (™) )1g}. (4.6)

The orthogonality of id’ — id to the tangent plane of I'"", i.e.,
(I —n" ™ ")Gd" —id) =0 on I,

is a geometric structure which can help to improve the consistency error by one order.
Therefore, only the second and third terms on the right-hand side of (4.6) are not
zero. Since the third term on the right-hand side of (4.6) can be estimated by using
integration by parts, which removes the partial derivative from (id’ — id), it follows
that

351 @) < A+ o DTG oy S A+ kDBl gy - (A7)

Since I, T "¢n = Ih(T’"qbﬁl), the last term on the right-hand side of (4.5) can be
estimated by using the super-approximation estimates in Lemma 4.4, which implies
that

55 (@) < llid" = id ]l omyhllgnll g1 gy S A D Hnll g o -

This proves Lemma 4.5.

5 Stability Estimates

In this section, we present the stability estimates for Dziuk’s parametric FEM for mean
curvature flow by utilizing the new approach outlined in the introduction section and
the general settings in Sect. 3. Under the induction assumptions in Sect. 3.3, the stability
estimates in this section hold form =0, ..., 1.

To simplify the computations, we first introduce the partial derivatives on surfaces.
The i-th component of the surface derivative, denoted by D;, is defined as the i-th
component of the surface gradient, i.e. D;u := (Vru); fori = 1, ..., 3. Given the
local parametrization ({ % }1.2:1 , F), we define the push-forward of the i-th coordinate

vector field as A; := F*(%). Then we have the following local formula

d " 9

L 0uoF) JF;
—glh = 2 L 5.1
g 597 30k (5.1

where {g/ k}? v~ 1s the local representation of the metric tensor of I with respect to

the local coordinate frame {%}%: 1- Upon the local formula (5.1) of D, the correspon-

dent Leibniz rule, chain rule, integration-by-parts and commutators formulas can be
established.

Elol:;ﬂ
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Lemma 5.1 Given two smooth surfaces U, T and functions f,h € C®[),g €
C®(T; T). The following identities hold

1.
2.
3.

D;(fh) =D;fh+ fD;h.

Di(fog)=D,fog-Dig;.

If T is closed then fr D, f = fr fHnji, where n is the normal direction and
H := D;n; is the mean curvature.

. Qinf = QjQif+n,~HﬂQlf—njH”Qlf where the symmetric matrix H;j :=

D;nj = D;nj is the matrix representation of the shape operatordn : TT" — TS

. If T evolves under the velocity field v whose graph we denote by Gr =

Urero,71I(t) x t. For f € C2(G7) we have
o (D; ) = D; (] f) — (Djvj —nimD v D; f

where 9. to denote the material derivative with respect to v.

. If f,h € C*(Gr), then it holds that

%/thzfra,‘fh+/rf8;h+/rfh(vr-v).

The divergence is defined as Vr - v := D;v; and coincides with the surface
divergence if v is a vector field on T.

Proof The first two relations are obvious from the local formula of D; see (5.1). The
third relation is shown in [34, Lemma 16.1]. The fourth and fifth equalities are proved
in [28, Lemma 2.4 and 2.6], and the proof of the last formula can be found in [26,
Appendix A].

5.1 The Error Equation

The error equation follows from subtracting the consistency equation (4.1) from the
scheme (1.2), i.e.,

m+1 m+1 _ tm
X=Xy [ K~
m T h A}r{t T h
Sk

—|— VF’" XZ1+] . Vl"md)h i Vf X;lnil Vf-m ¢h
Zl h h fm h,x

h,*

= —d" (), (52)

where

Xm+1 _Xm XZ’!-"] _)?Z’L
/ u.(ph_/A L —
r

eZn-H _ élrln Xm‘H Xm
= [ ([ - )
m U m
Ty Fh r

h,%

FoE'ﬂ
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e}rln+l ém .
=!: /m f “on + I (Dn). (5.3)
hx

Since X h’"“, X Zl and ¢, are viewed as finite element functions on the family of
intermediate surfaces " o= (1— o)r n s +00, 0 € [0, 1], with fixed nodal values,
they have the following transport property: 3 X ,’l”“ = 03X} = 03¢ = 0. Therefore,

" XZH_I—X’"
I (#n) = / B — ¢h

Xyt — xm
f 0 /m - ¢ppdoO
xml_ xm .
:f / %.%(vﬁm.eg)dg
l"m B

m+1 _
/ f (=g 04Ty, -, (54)

0=1

where we have used (3.15) in the last equality. The remainder J " (¢p) can be estimated
by using the norm equivalence of the surfaces FZf* and FZf g (cf. Lemma 4.1), i.e.,

" @] S 1V &2t 191 2

m+1 A
|1

T

+

L2 ||Vﬁirg*éh ||Loo(ﬁ;l'{*) llén ||L2(ﬁ21*). (5.5)

5.2 Recovery of Full H! Parabolicity

The following formula accounts for the error of H! bilinear forms from surface dis-
crepancy; see [37, Lemma 7.1].

Lemma 5.2
/m Vrmwy - Vpmzy — /an* Vﬁﬁ*wh . Vﬁ;ﬁ*zh
/ /m pm, Wh - (Drm eh)Vrm zpdé (5.6)
where (Dpp )1 3= =Dyvr = D, v + 81D, U-

For z;, = eZlH, the right hand side of (5.6) is a dominant error which cannot be

trivially written into some positive-definite bilinear form, and this is the main diffi-

culty in the numerical analysis. In [1, 41], a geometric structure was discovered and
Fol:'ﬂ
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used to cancel out the tangential part of the full stiffness matrix, leading to an H'!
parabolic structure of the normal component. However, the H'! parabolic structure of
the tangential component is still missing.

To describe the normal and tangential components of the stiffness matrix in a clearer
way, we define the following symmetric bilinear forms for any two R3-valued functions
uandvonl:

Ar(u, v) :=/eru.vrv,

AF (u,v) = fr [(Vru)n] - [(Vro)n],

Af(u,v) = /Ftr[(VFu)(l —nn")(Vr)'],

Br(u,v) := /;(Vr -u)(Vr - v) — tr(VruVrv). 5.7

Thus Ar(u, v) = Ag (u,v)+ AIZ (u, v). These bilinear forms can be defined similarly

on the approximate surfaces, e.g., f’Z’ , and f‘Zl ¢+ By using the identity Vrid = I —

nn' =: P, we find the following relation:

/ Vrid - (Dru)Vrv = / Pri(—Dyuy — Dyuy + 81D, um) Dyv;
r r

= _/ PriQ]urQlUi _/ PriQrullei +/ PriQmqurvi
r r r

= —f tr[(Vru) P(Vrv)'] —/Qrulevr+/Qmqurvr
r r r

= —AL(u,v) + Br(u, v). (5.8)

This formula also holds for the approximate surfaces f;f* and I:Zf g

According to [1, Eq. (2.1)] and the surface calculus in Lemma 5.1, if the underly-
ing surface is sufficiently smooth, then the symmetric bilinear form Br (u, v) can be
furthermore written into the following form via integration by parts:

Br(u,v)=/ujiniHnj—fuijviHni
r r

—i—/ uijviniij—/uijviHiknj foru,v e HI(F). 5.9
r r

Now we are in a good position to estimate the error coming from the stiffness matrix.
If we define X", == (1 — )X 46X and X" == (1 — )X T + 60X in
the sense of nodal vectors, then from the fundamental theorem of calculus we obtain

Vrmx;ln-‘rl . VF"’ff’h — VAm XZH_l . VAm ¢h
h h A I * I
l—wlrln Fz1* hyx (3

y

0=1

m—+1
Vim X357 - Vim én
m no .0
.0 6=0
FolCTM
u o
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I'd
= _— V"m Xm+1 . V"m
/0 de /AZ‘Q tm Ahe rhﬁd’hd@
1 +1 ! N
_ . m v ) m o
= A v/:;:lg V[‘Zﬁgeh V]"Z’f9¢hd0 +\/O\ \/;Zle V]"Zfexh‘g Dl—wzrfeeh vl—,::,yg(phde
(Lemma 5.1 (item 5) and Lemma 5.2 are used)
1
ot 7 m1
= ~m . am A . “m VA,,,
/0 J i <Vrhﬂeh Vig, ¥ Vig, Xivo - Dip, r,,,e"”’)de
1
X +1 A
_‘/(; /AZ”Q Vf‘zlﬂ XZl’g . Df‘;,",e (eZ1 - elrf)vf‘;{f0¢hd9
e A
" / Vir, (Xfrln)gl — Xje) - Dﬁ;’laéznvﬁ;nefﬁth
0 ;an0 ’ ( h,
1
— R m—+1 4T m+1 ) a1
= / [AFZTQ (eh s ¢h) Af‘;rlng (eh P d)/’l) + BFZI,(; (eh s ¢/’L)]d0

0
1
+ [ AL, @ = o) = By (e = gl
(The relations X}, = id on I} and (5.8) is used)
1
+1_ P
+/0 / Vi, Xio™ = Xho) - iy €5 Vi, $nd0

— AN @ )+ AL (@ = g + BT@ ) + K (¢r) (5.10)

where we have used the following notations for simplicity:

Ay (up, vp) = AI’XZ, (up,vp) and Af (up, vp) = Allzn (. i), (5.11)
B™ (up, vy) = Brm(u', v}) (5.12)

1
K@ = [ (AN, @ =AY, @ on]as

m
Fh,9

1
+/0 [AL, @ =2 — AL, (@ =2t gn]as

7
1
+/ [Bin (@' én) — B (). én)]d0
0 s 3
5 Al
+ Bey (@', ) — Bro @, )
1
+1 o A
“, fr Vg, Ko™ = Xiia) - Dy & Vim0

=: K{"(¢n) + K5 (dn) + K5 (n) + K§' (pn) + K5 (pr).  (5.13)
Elol:;ﬂ
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The error equation (5.2) can be written into the following form by using the expressions
in (5.3) and (5.10):

m+1 ém
/ R . on+ A (e o) + AL (e — & dn) + B (@) )
h

= —J"(on) — K" (¢n) — d" (¢n). (5.14)

The recovery of full H' parabolicity becomes clear after we test (5.10) with ¢, =

m—+1,
eh .

m+1 m+1 m+1 m—+1
/m Vrthh . V]’*;lﬂeh - /f-m Vrm X VAm eh
h

h,x
+1 1 1 A +1 5 1 1
= A} (e} ,;,"+)+Ah*(e'"+ =& e T+ BT @ e T + KM (e

1
>Ah >k(em+1, m+1)+ Ah *(em—t-l, ZH—I) 2Ah *(eh’e;zn)
+Bm(AZI,€Zl+])+Km( m+l)

1
> S Ans(e et emtly - Ah*(éh,e,z">+B'"<eh,e;?“)+1<’"<e'"“>. (5.15)

The full H ! parabolicity stems from the dominant term 2 A B (eerl m+] ) and the fact
that (eh , e;l”) is much smaller than 1 5 AN« (em‘"l m'H) due to the orthogonality
between e;' and the tangent plane of F’" at the nodes. This can be seen from the

following calculations:

AL @) e

— ’/r,’” (Vg GO = i ) TPV 8T )|
< ’[ (Ve GO =02 P (Ve & ")

+ ””h,* -y ||L°°(f'" )“Vf'" i ”L2<f’h”.*)

Sl (R R L A L O A PR

+ llny  — 1y IILoo(lam )”fol",*eh ||L2(f;l”*) (Leibniz rule and Young’s inequality)

< 12 mo_am
SN oy I W i = 12 iy I 0

(Inequality (3.18) is used)

A2 s

where we have used (3.9) in the last inequality. From (5.9), Young’s inequality and

norm equivalence between the surfaces I'’* and Fh ,» We also obtain the following
result:

FoE"ﬂ
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m m+1y, ~m,l m~+1,0 yym_m ~m,l m+1,1 yym m
IBM(E, e |_‘/ & De j—f &M D e H
rm rm
~m,l m—+1,1 m m ~m,l m+ll m m
+/1“ eh]D € H/k /1" eh]Dke H

+ €IV e,’f“ (5.17)

< e lye
€ ” h ”LZ(Fm ) ”LZ(Fm )

where € can be arbitrarily small.
Therefore, both AT (eh , eZ’) and B™ (eh , eZ"H) are much smaller than the term

é *(em‘|rl m+l) in (5.15). This recovery of the full H' parabolicity heavily
depends on the orthogonality between ¢} and the tangent plane of I'”*. This orthog-
onality arises from our definition of the error ¢} in terms of the distance projection
onto I'".

5.3 Boundedness of Velocity

In this subsection, we present the estimates for the velocity of the numerical solution
by testing the error equatlon in (5.14) with the error of the velocity, i.e. ¢y, = (em+1
éy)/t. Since Ay *(eZH'l e, (e — é)/t) = 0and Af (e mrl_gm, (e’"+1
h "/ r) > 0, we obtain the following relation:

m+1 ~Am m+1 ~m
éh T S 6
m T T
m+1 Am m+1 Am
< AN (ot €h T Ch\ _ 4T o+l _ gm )
= A h,x\ €h e T

m+1 Am
—_ Bm (ém € ¢ )
h> T

m-1 ~Am m-1 ~Am m A
_Jm(eh _eh)_Km(eh _eh)_dm(eh _eh)
T T T

m+1

<Y (e, % —52”>_Bm(éz1’eh _éh>
T T
+1 _ 4 +1 A 1 oA
_Jm(EZ’ —62’)_,(,"(621 —ef)_dm(ef{' —ei’f)' (5.18)
T T T
By using the estimate (5.5) with ¢, = (em"’1 — é;l") /T, the following estimate can be
derived:
m+l _ sm m+l _ sm
‘Jm(eh —e )‘ <V &, tr ” ey ‘ )
T h,% ( ) LZ(FK*)
Ve —1 A 5.19
+ ” m eh ”Loo(rm )H Lz(f‘;l”.*). ( . )

Fo C 'ﬂ
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By using the expression of K" (¢,) in (5.13), the following estimates can be derived
for j = 1, 2, 3 from the fundamental theorem of calculus (analogous to the formula
in Lemma 5.2):

K7 ()]

”V m eh ”Loc([‘m )(”V m eh ||L2(Fm )+ ”V m eh+ ”LZ(rm ))”Vrm ¢h”L2(l—vm )

and the following estimate can be obtained by using the geometric perturbation esti-
mate (cf. [36, Lemma 5.6]):

|K4 (IS S (1 + Ky l)h ”Vrm eh ”Loo(]"m )”Vrm ¢h”L2(1—~m )
< A4 DB Ve o IV Balpai o (520)

By using the relation

X}rz;—l _ )?ZTQ — Xm+1 _ XZ’L _ ( 9)(em+1 éh)
=0(e) T — &M + T, (W™ + g™), (Relation (3.15) is used),

we have

K (¢h>|_‘/ / Vi, (Xidt = X71) - Dy &1y #ndo|

—‘f fm o — e — en - ) - rmgéhmvfz,gmde(

< R m+1 . R .
”vrm eh ||L00(er*)(||Vrm eh ||L2(F’” ) + ”Vrm eh ”LZ(F}T*) ||V[‘Zf*¢h ”LZ(F;]"Y*)

+T ”Vf‘;’"*é;? ”[}(f‘;lj) ll szz*lﬁh ||L2(fm*)- (521)
Therefore, by collecting the above estimates, we obtain the following result:

K™ @0l S 195 &l (Vi & e+ 1V € iaip IV @ll2ip

+[r+ 1+ K*,l)hk—l]nvﬁm el gy Ve Bl g - (5.22)

By decomposing e"”rl into (e’"Jrl — é)') + ¢}’ on the right-hand side of (5.22), we
obtain the followmg result:

‘Km@’h)’ N IV ey lzoe gt ViR é;’,n||L2(f~m*)||Vf~;ln*¢h||L2(f~’rln*)

m+1

+ ”VF'" eh ||L°°(l"m )”Vr‘m (e éz,l)”LZ(f*}”n*)”Vﬁ}”’l*qsh”LZ(f*}r’n*)

k—1
T L+ e IV 8 Ve Bnll 2
< h72 || Vam &M%, « R
Sh Hvrirf*eh ||L2(Fm*)||¢h||L2([‘;lrf*)
Fol:"ﬂ
@Sprmger U_.jOﬂ



Foundations of Computational Mathematics

m+1
-2 -y
+Th™ IIVFm eh’"llLoo(rm )H—

L2 (l—vnl )

13l 2y (inverse inequality)

+ A7 T+ A DB Ve &g I bnl 2y (5:23)

Under the stepsize condition T = o(h%?) and the mesh size condition in (3.8), the
following result can be derived from (5.23) by using the estimates in (3.11):

m—+1 Am
()]
T

m—+1 sm o
—0.
<h” 5||vrm el

AP

+1 Am
—é) ‘
T

m . .. (524
<Fh_*)H L) L2 ) (5.24)

Furthermore, by applying (5.9) and the inverse inequality, it is straightforward to show
that

m+1 Am m+1 e
el —e € "€
Bm(/\m h h )‘ < VA ém . Hu‘ N R 5.25
| SRR UE] R P o
m+1 Am m+1 e
e —e & —¢
AN <é\m’ h h )) <h—1 VA ém ~ Hu’ . . 526
T G L A P R pepy O

The estimate for the last term on the right-hand side of (5.18) follows from Lemma
4.3, 1.e.,

em—H em em+l _om
jam (—1 — )] S 10+ kb + (1 kit | |

T

L2y’
(5.27)

Then, substituting these estimates into (5.18), we obtain the following result under the
mesh size condition in (3.8):

m—+1 ~m
[

T

vy S Ve Al 7+ A eh Tl 528)

am+1 - m+1

5.4 Estimates of e, in Terms of e,

In this subsection, we prove the existence of the interpolated surface Fm‘H and present
1 +1
estimates for ||VF,,, eh mt1 ||L2(r”‘ ) in terms of ”Vr”’ eZH' ”LZ(FZ",*) and ||eh ”Lz(f}.",*)
by using the estlmate of the ve1001ty in (5.28).
From (5.28) we see that, under the mesh size condition in (3.8),
FoE'ﬂ
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+1 4 -1 +1 4
”eZ’ — eZlHLoc(f*;ln,*) 5 h ||€;ln — € ||L2(f~217*)

S [n! IVem &l oy + 7+ (1 ke D] S 00

(5.29)
and therefore

1 1 A ~ —0.5 1.5 1.5

leh™ ooy < MeR™ = &l oo + 187 ooy SHTO7T + R SR,
(5.30)

where the last inequality uses the stepsize condition T = o(h*?). Since the estimates
above hold form = 0, ..., 1, it follows that, for sufficiently small mesh size 4, the
nodes of the numerically computed surface FLH are in a §-neighborhood of the exact
surface I''*! and correspondingly, the distance projection of the nodes of F;IH onto
'+ are well defined (thus the interpolated surface f’i"’*l is well defined). This recovers
the first induction assumption in Sect. 3.3 at time level ft1.

Note that é;,"H

value of X Z”Il - X le:l at the nodes is approximately the tangential projection of

is also small in view of (3.12)—(3.13). Since eZ‘H is small, the

e;l"*l. Besides, 7"t o )A(Z”:fl is well defined at the nodes since }A(Zi] takes value on
"+ there. Hence the following inequality holds at the nodes:

om+1 1
Xyt — X
1 Hm+l 1
ST o X hep ™
ST o Xt — 7t o X ey [T o X — T o X Jel
+ (T o )A(,'l”*)(ez1+1 -l ((T"o )A(Z’*)éh = 0 due to orthogonality)
om1 1 1 1% 1 & 1 4
SIXET = X e+ X = X e A (T o X ) (el =gl
Since |eh’"+1| < h'?, the first term on the right-hand side can be absorbed by the
left-hand side. Since |XZ1:l — )A(Z’* = |X"+1 —id| = O(t) at the nodes on ', it
follows that

X — X S e T+ (T o X ) (el — )| at the nodes.

Therefore,
m+1 om—+1 m+1 m+1 om+1 m+1
In oXp, —n o Xy ISIXp s —Xp

N T|€Zl+1| + |7 (e;’l1+1 —ep")| at the nodes.

For the simplicity of notation, we use the same notation nfk"H to denote the pull-
back function n/**! o X}"T on I . Then the following relation holds at the nodes
(in view of the last inequality above):

FolCT
u o
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m+1 m __ _m+1 em+1 _ m o m
ng  —n;=n oX, . —n oXy,

m+1 vim+1 m+1 m+1 m+1 m—+1 m v
(n oXh’* —n oth* )+ (n oXh’* —n oXh,*)

1 1 ~ 1 v
Sl T T T = e+ X = X
§t|e}’:‘+1|+|T:’(eZ'+l—éh)|+r
§t+|T*m(eZ'+l—éf)| at the nodes. (5.31)

By using this result, we have

||Ih([1 _ n:l:+l(n;n+l)'l']ez1+l)”[‘oo(f‘zf*)

1 I\T +1
< max | —nl @I et

~

at nodes

< max | =M@t e — o)
at nodes
+ max |[n" (™7 =T @Y TEm (1 - n™ ™) T1e) = 0 at nodes)
at nodes
m+1 5 . m+1 _ 4 R A .
5 ”eh — € ”LOO(FIT,*) + (‘C + ”eh €y ”LOO(FJT*))”eh ”LOO(FIT,*)
m—+1 ~Am
<eh |G|
T L2 )

—1y~m . . . A
+th™ e, ||L2(f,'f*) (inverse inequality, ||e; ||Loo(1:;:*) <1

< th2|jer iy + th™ [t + (1 + ke )R* '] (here (5.28) is used). (5.32)

Since “| f| < |gn| at nodes” implies ““|| f5 ”Lz(f";{‘*) < llgn ”Lz(f,'{’*)” for any two finite
element functions fj, and gy, it follows that '

< h! I full ;2 () (inverse inequality is used)

< 1 H [ I ([1 — ”T“(HTH)T]eZ"“)P||Lz(f;n*) (inequality (3.13) is used)

m

S (T G R C s N

+1

lezy)
SR ANE iy + 7+ A+ ke DBl i - (here (5.32) s used).
(5.33)

Therefore, using relation éh’"H =1, [(eZH'l . nﬁf“)n’f“] + fp in (3.12), we have

A 1
”Vf‘ZT,*e‘Zl-’_ ”LZ(f*}rIVtY*)

1 INT jm+1
SWVep Wl @ e Moy + WV Sill ey
1 I\NT T 1
SV Il 2D —n () ey ™
FolCTl
U f
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+ 1V Tl ) e Tl o + 19 fill i

S AT T @l T =l ) e Tl e

+ 1V [ ) e a4 IV (U= Il @) T e Tl
+th™ 3(||eh ||H1 fr) +1th+ (1 4+ Ky, z)hk)||em+1 “Lz(f",’{f*) (here (5.33) are used)

S ey i + 19 el ) (5.34)

where have used [T (T T —pm (M) T < 7 + |e;l"'H —&"| < h? at the nodes,
which follows from (5.31) and the stepsize condition 7 = o(h*3). In addition, we
have used the inverse inequality and (3.10), as well as the mesh size condition in (3.8),
in the derivation of the last inequality.

5.5 Norm Equivalence on the Surfaces '™, Fh""H, f;'"*, ff:‘ and FTT

By using the results in Sects.5.3 and 5.4, and using the inverse inequality of finite
element functions, we obtain the following results from (5.28) and (3.10) under the
mesh size condition in (3.8):

et =l fy STh™ 2(||vrm &l oy HTh+ 1+ K )Y < o(h?),
(5.35)

m+1 —é ”H‘(f‘;;(Q <o(h). (5.36)

AN R m—+1
e = & llyroeqp , S 'l

From (3.10) we also obtain ||&}’ ||H1(l-un ) S < h'3 and ”ehm”WIOO(l"”’ ) S < 103 (as a
result of the inverse inequality). These results imply that

llef ||H1(F,,,)Nh15 and [T ||W100(Fm)Nh05 (5.37)

Substituting these results into (5.34) and using the inverse inequality (the L> norm of

Z"H is similar as (5.34) and omitted), we obtain

1 Am+1 .
”em+ ”Hl F'" ) < h o and ” e ”Wl.w(f*]rln*) 5 hOS. (538)

For the smooth function X! — id defined on I'", we have

m+1 o m _ m+1 _ N
”Xh’* - X//l,*le,w(f*Zi*) = [[Ip[X - ld]le,oo(F}rﬁQ

5 ||)(m+1 - id”Wl,oo(l"m) g T

and therefore

m+1 m .
”Xh - Xh ||W'*°°(F;’f*)
FoE'ﬂ
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= ||eerl =&+l + gm)nwl,oo(ﬁ;ln*) < h+1t (relation(3.15) is used).

This implies that

v+l 1 .
”X Xh,*”WLOC(FZ".*)

vm+1 m+1 m+1 m m v
= ”Xh’* - Xh ||W1,00(f‘;1"*) + ”Xh - Xh ||W100(f‘;:'*) + ”Xh - Xh’*llwl,oo(f‘;lﬂ-*)

Am+1 1 A
= ”ez1+ ”Wl,oo(f*zn.*) + ”XZHF - ?|lwl.oo(f*zf*) + ”e;,n”vvl,oo(ﬁ;ln’*)
< 193, (5.39)

where we have used (5.38) in the last inequality. By the norm equivalence in Lemma
4.1, for T = o(h*?) and sufficiently small / satisfying the mesh size condition in
(3.8), the L? and W!-? norms of a finite element function vy, (with fixed nodal vector)

on the surfaces I'}", 1"”"H F;l"*, F;l":l, Fm‘H are all equivalent for p € [1, o<].

5.6 Improved Estimates for the Tangential Velocity

We show that the tangential component of the velocity has better estimates than
the general result proved in (5.28). The improved estimates for the tangential
velocity established in this subsection could help us to convert ”emH”LZ(r'" y

lle;, ot ||L2(F,,, 41, with coefficient 1 (up to some O (r) remainder).

In order to estimate the tangential component of the velocity, we test the error
equation in (5.14) with

1 1
b = —IhT'"(e’"“ & =—In(ll - n () ey —em).
This yields the following relation:

m+l A m+1 A
e~ LT I
m T

h,x

_ N
- _Ah,*

g _ap G~
(eg“”, T, Tmh—h - h ) Al *( m+1_gm gy, pm h - h )
1 ehm+1 — ey
— AV *<ezl+ (L T" — T*’”)IhT*’”f>
m+l _om
_A£*< m+1 ]/I’:’l’ (IhT:n Tm)I Tm h . h)
+1 ~ +1 N
_Bm<6h’,hTm€m —621)_Jm( 7 6?)
T T
em+] _ ém em+l ém
— K™ (IhT;” %) dn (IhTm %) (5.40)

Fo C 'ﬂ
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We present estimates for each terms on the right-hand side of (5.40) separately.
First, the third and fourth terms can be estimated by the super-approximation esti-
mates in Lemma 4.4 and the inverse inequality:

m+1 ~Am
— e
|Ah*( m+1 (IhTm Tm)IhTm h h)‘
T
g
m+1 m
+1 5
m+1 ~ m m meZl _eZl
Ah* —eh,(IhT T)]T _—
T
m+1 ~m
m+l _ 5 . méh
S IV (e =l LZ(FZT*))‘I;,T* el IR e

Second, by considering the definition of B” in (5.12) and (5.9), it is straightforward
to show that

m+1 ~m m+1

B (&, | < s, ¢ P
o T )| S WV & o | T P
(5.43)
Next, from the expression of J™ in (5.4) we see that
m+l "m
I T ) = / / T (Vg -0
rm n,
= "W T o) + 13" (In T, i), (5.44)

where J{" (1, T, ¢,) can be estimated by using the norm equivalence relations in (4.1)
and the super-approximation estimates in Lemma 4.4, i.e.,

m+1 _om
|J1 (IhTm¢h)| = ‘/. /m N TfIhTleSh(VI:,Z,B . éh )d9

m+1 —om
/ /m ST - Tf)IhTf¢h(sznﬁ - ¢y)do

m—+1 ~Am
‘"h )
T

L2(f‘”’ )” hTm¢h||L2(1-m )”V m eh ||L°°(Fm )
hx

_Am

+
+hH_€2" ¢
T

m A
Lz(f‘;l” )”IhT* ¢h||L2(FZf*)”VI‘Zf*eh ”LOO(FZ?.*)'
kK ’
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Then, using the super-approximation estimates again, we can replace ||7," ¢y, || L2 )
h.,0

by (| I T ¢n ||L2(1:Z,0) plus a higher-order smaller term, i.e.,

”T*m(bh”LZ(rm )y = ||IhTm¢h“L2(1‘*m )+ (1 — Ih)Tf(ph”LZ(f‘;’n*)

S; ||IhT>:n¢h”L2(f‘hm*) + h”¢h”LZ(f‘}Vlﬂ*) Vo € Sh(r}rz*)

Thus substituting this inequality into the estimate of J{" (1, T, ¢p,) with ¢y, = (e} o
e;')/t, we obtain

m+1 ~Am m—+1 Am
e —e e —e; 2
m m-h__ Th | < m-h ___ "h .5 .
‘Jl (IhT* T )‘ ~ H InT, T ‘Lz(f;;’*)nvr;{l.*eh ”L°°<FZT*)
m+1 Am
e —e
+hH -k h ‘ o
T L2

m Sm
T

A pUL A
ey WVep ol ey

The second term on the right-hand side of (5.44) can be estimated in the usual way,
by using the Cauchy—Schwartz inequality. This leads to the following result:

em+l _om em+1 — M2
Jm<1 Tmu)’ < ”1 Tmu’ Vom & oo om
’ hix T ~ | T Lz(f;'f*)|| VR I Ty
m—+1 Am m—+1 Am
e — e e — e
A EE L )
T L2 ) T L2y
”Vrm ey ”LOO(F'” )
m+1 _om
m €h h
+ | T —t st Vg G iaey, e (549)

Then, under the stepsize condition T = o(h>>) and the induction assumption which
implies that ||Vrm elele(rm ) S < h%-, inequality (5.23) reduces to

+_ 4
T

m+1 _om

-2 ~m j2 m°~h h

Vam e . H[ T, —‘
A IR

LX)
m+1 A
T

m+1 Py
e
T L2 ) L)
g
+ h_l(f + 0+ K*,l)hk_l)nvf‘;lﬂ*é}rln ||L2(Fm )H IhTmf‘

(5.46)

L2y’
FoE'ﬂ
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Finally, the last term on the right-hand side of (5.40) has been estimated in Lemma
4.5, 1.e.,

+1 A +1 A
—é ’

m mezl _eh k mehm
‘d (IhT* f)) < (4 + k)b )thT* e (5.47)

Y o
L2

Substituting estimates (5.41)—(5.47) into (5.40), we obtain the following result:

~m m+1 Am

m—+1
e —e e —e
/ h h_ . I Tfl h h
m T

em+1 —om em+1 _om
N m+1 m m_h h T m+1 A m m_h h
< —Ah’*<eh LTI, T) 7) - Ah’*<eh — & T, T f)

em+l _m
L oam . . m+1 . m~h h
+ (s &ty IV e iy ) [T ‘Lzm)
m+1 ~m m—+1 ~m m+1 ~m
+h°‘5”IhTmeh % ’2 Heh ) ’I Tmeh )
* T L2 T L2 * T L)
m—+1 Am
-2 a2 m€h " Ch
F R Ve 2, Hl T .
I Tih ||L2(Fhl.*) ho T LAT})
em+1 _om
@+ A+ o | (5.48)
L2
T @)

The first two terms on the right hand side of (5.48) have better upper bounds than their
straightforward estimates due to the orthogonality relation. For example, the first term

can be estimated by

1 eZH] — ¢
N m+ m m
— AN, et T T -
em+1 _om
_ N m+1y m . m m~h h m
T /I:‘m [(Vrm*eh )nh’*] ’ I:(VFIT*T* IhT* T )nh’*]
h,*
m+1 A
e — €
+1 T h h
= —ﬁ [(Vin e Ony ]+ Vim ([I—n;"(nz’) 1, T -nzf*)
rm h,* h,* T
m+1 Am
e — e
1 T h h
+f [(Vin et ] [(vﬁm A VAU C D NN ) L —
rl’:l* h,x h,x T
m+1 Am
e — e
< Ve oM . HITmh h‘
~ ” FK* h ”LZ(FZ',*) hiy . Lz(l:‘}'l'f*)
m+1 Am
+ ”VAm eZI+1” 2 (fm ||nZ1 —nT” oo (fim HvAm IhT:neh _eh ‘ ~
., L2 ) 1 Lot || Vi, . L2
m+1 A
e — €
< Vo, em-‘rl R HI " h h ‘
~ e e oty o | = | o
((3.9) and inverse inequality are used). (5.49)
EOE';W
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Analogously, the second term on the right hand side of (5.48) can be estimated by
using the definition of A}{,*(" -) in (5.7) and (5.11), as well as the decomposition

T =T+ (I, — T =T + O(h). ie.,

—Ap et —ep LT

m+1 m. T
+1 n A eh —eh
- f | (Vi @ = T (Ve T BT ) ]
FZI* h,x h,x T

entl_em T
— / tr[(vﬁz,, (et —é;j’))Tf(vf;n T*’”I;,Tf’%) ]
I"Z'IV* ok 1, %

A

+1 Am
—é)

L2 )

m
. 1_ €h
+ hOS Vg = G g | 1T

((3.9) and inverse inequality are used)
+1 _ Azz

ey eMNT
<_ Ven (Ml —om T'”(VAm I T’"h—) ]
/f,zn* trl:( Fh'*(eh eh )) * Fh-* I T

~Y
m+1

1 e e .
+ ||Vf*;n*(e;,”+ —eZ")”Lz(f%)HIhTf L b ‘ (Leibniz rule)

L)

T
em+1 L
< - Ve [T — M- Ve, LT
~ /:m ]‘*]Yl"*[ % ( h h)] r}'ﬁ* hidy T
h,*
m+1

sm
e —e
—1 +1 Y h h
e = & e | BT |

Lz(ﬁ;;f*)

T

(Leibniz rule and inverse inequality)
m—+1 ~m m+1 Am
e —e e —e
g—r/ Vim T Vs, 1, T h
fv T h,*

m h,x
hx
m+1 A

—é
o W2 H 1,1 h ‘ )(Lemma 4.4 is used)

L2,

T

m—+1 Am
mCh T %
*

A H ; (5.50)
L2 ) T

m+1 Am
€ T ‘
L2 )

< th™! H
T

By utilizing the estimates in (5.48)—(5.50) and the stepsize condition 7 = o(h*?),
we can estimate the tangential component of the numerical velocity as follows:

m—+1 ~Am m—+1 ~Am
e — e e — e
ﬁ I, Tk ho . Tt h
T T
m+1 Am m+1 Am
_/ ¢ g ogm€h__
= s Ap
m T T
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m+1 Am m+1 Am
e — e e — e
+/ (= )N —r
fom T T
h%
m+1 om m+1 A

— e — e
b T T h

m—+1 Am m+1 Am
/ ¢ g ogm€h__
X Aty
l"m

em+] _am em+] _m
+/ (1_]h)N;"u.[hT;"u
P T T

m
hox

em+1 _om em+1 _om
+ﬁ S S VTSR R DA v
r T T

m
h,*
m—+1

Sm
m m+1 m€h " Ch
S (V8 &g, + 1 6z )| 1T

T Lz(ﬁ;;f*)

m—+1 ~Am
*
T

L2

m+1 A m—+1 ~m
e — e e — e
T

L2 ) T L2 )

m+1 ~m
‘IhTm eh B eh ‘
*

2o, am2
+ 72 Ve &7 -

S (1:‘;,"_*) ‘

Lz(ﬁ;;j*)

m+1 ém
h ‘ (5.51)

e
+@+0+ K*,l)hk)H T

2@y’

Substituting (5.28) and the inequality

m+1__sm
into (5.51) and using (5.28) to eliminate i || —"|,, )

m—+1 AM m—+1 AMm m—+1 AN
méh " %h < H LT | ‘ H € T
* ~ *

T L2(y) T L2(y,) T L2 )

1
we obtain

m+1

Sm
Tm eh B eh
*

~ m+1

T L2,

2

2| Ve & .
Ve h”LHF;,”,*)

+ T+ (1 + ke )h*.
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By decomposing e"Jrl into eh’”+1 ey and ¢)', and using (5.28) again with the

stepsize condition T = o(h%?), we obtain the following result:

m+1 Am
€ T ‘

Tm
==

vy, ~ Vi G ey,

||Vrm em? + 74+ (1 + ke h*. (5.52)

LZ(F’” )
5.7 Stability of Orthogonal Projection on the Error

Since the value of éZ“’l at the nodes is the distance between the numerically computed

surface and the exact surface, it follows that éf“ can be approximately viewed as the

m+1

orthogonal projection of ¢, to the normal direction. In order to apply Gronwall’s

1 1
s — ey

inequality, we need to estimate ||¢}, , which accounts for

Lz Fm+l L2 rm )
the stability of the projection on the error and stability of changlng the underlying
surface. To this end, we denote by

" =1 —n"(n™T’ and  N™=n"(n""

the tangential projection matrices and normal projection matrices, all pulled back to
the surface I'}',, where n’”+1 actually denotes the pulled-back function n*! o X " 'H

on f‘f , (with abbrev1at10n). Then consider the following decomposition:

~m+1 1
ey e e+

Lz(vatll) Lz(fvn )

sm+1 sm+1
= lley 2 — lley

L2 (f‘erl

~m+1
+ Nyt

L2(I"" )

Lz([‘"’ )
Am+1
= lley 2

. — llej,
LA

Am+1 1 +1 +1
+ Nyt — N e — 1T e

L2 )

+ ”IhN;n-Hem-i-l ”

L2(rm )
— N et 2

L2y )
L2y

_Zf Ith m—+1 IhT:leZH_l

h,x

L2y

=: L1+ Ly+ L3+ Ly. (5.53)

We denote by Fm+0 =( —Q)f‘ Lo 1"erl and consider the following decomposition
of Li:

Fo C 'ﬂ
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L — ~m+1 ~m+1 .
L= 0 ey = 1

1
_/ _/ ém+1 -ém+1d9
- N h h
0
0 dé r;l":
1 A
= eyttt Vo - (X — X )do
0 f\;rln+9 h,* ’
K
Am+ll Am—H,l O 1 < 1
=/ ey ey [vpm.(xgj: - Xj' )'de
m
+ [/ éZ1+1 . éZl‘HVA}m (Xm+l X]T’*)
1, %

v
1 A
h,x
s+l smt1 g
- /F AT/ AR Yo X,';f*)]de
h,
=: L1+ Lip+ L. (5.54)

The first term can be estimated by using integration by parts (Lemma 5.1, (item 3)),
i.e.,

m+1,0  ~m+1,1 vm+1 v l
LH:/ ettt gt v - (X — X )1de
m

1"’11
sm+1,0 sm+1.l 1
( m+ Z’l+ )Hm m (Xer Zl)*)ldg
l"m
+1_ % Am+1 Am+1
< ”Xm XZL*HL? Fm )” 4 ”L()([‘m )” W ”Hl(f‘;ﬂ*) (5.55)
We express X' m+1 Z’ , into the following form:

Xm+1 )?h .= Xm—H )2]1 . + Xm+1 Xm+1

X R (e — ), (5.56)
where

”Xm+1 Ahm,*||L3(f‘;l”*) _ ”Ih(Xm-H _ id)||L3(f‘;l”*) <. (5.57)

FoE'ﬂ
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By using relation é]'t! = I;,[(eh"”rl T Hnm ] 4 £ in (3.12), we have

m—+1 Am+l m+1 m+l
e, e, =T, — fn

= IhT’"(e’"+1 =) = fu+ (T = T

where we have used the orthogonality ,7"é};" = 0. Since the continuous L” norm
and the discrete L” norm at nodes are equivalent for p € [1, co], it follows that

m+1 Am—&-l m+1 m+1

||€ ”L3(Fm ) ~ ||€ eh ”L?(Fm ) + T”e ”L%(f‘;zn*) + ”fh”L%(f‘Z?*)

+1 +1
< ”em eh ”LS(f‘m ) + T”eh ||L3(f"" )

1 1
+ ”IhT*M-H m-+ ["" )”IhTm-H m+ ”L2 [‘m )

oo

where we have used the estimate of | f;,| < |1, T*erl m1 |2 at nodes in (3.13). Since
I,T}"ey! =0, it follows that

175 T*m—H m+1 ”LP(F"’ )= ”IhTm(em-H éh )+ Ih(Tm+1 _ Tm)em-i-l ”LP(f‘;&)

m o ,m+1 AN R m+1 .
S T, (e, " —¢ )”LP(FZ"*) + 7lle, ”LP(FZ",*)

m+1

Then, using the relations ||e}’ +1 ”L3(F”’ ) < lle, éﬁup(fzﬂ*) + ||éz1||L3(f;j’*)’ we

have

”em+l Am+1 m+1

”L?(["" )~ ||€ éh ||L3(f‘Zl*) + T“ég”[}(f‘;ﬂ*) (5.58)

By substituting (5.57) and (5.58) into (5.56), we obtain

o m+1 1 R m+1 _ 4 R A1 R
”Xh’* - h,*”L3([‘Zf*) S T+ ”eh €y ”L}(F;’"*) + T”eh ”LS(F;K*)

4
< 3 UL A
ST + th 3 ||Vri,x*€h “LZ(FZ%'*)
1 k—1 — L am
+1h 3[T‘I'(l +K*,l)h ]+Th 3||gh ”LZ(f‘Zl*)

<t (5.59)

’

where we have used (5.28) and the inverse inequality in the derivation of the second
to last inequality, and have used (3.10) as well as condition (3.8) in the derivation of
the last inequality. Therefore, substituting this into (5.55), we have

Am+1

~m+1 || + T ”em+] ”

~m+1

|L11| S T” ||L6(Fm )” ”Hl(f‘;l"*) ~ 6‘[” Hl(f‘frzn,*) Lz(l:‘;?.*)’

(5.60)
Fol:rﬂ
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where the last inequality uses the interpolation inequality on I'” (i.e., the L® norm
is intermediate between the L2 and H' norms) and the equivalence of L? and W'-?
norms on f , and I'"™ (for &} o+ and its lift (Am“) ).

The estimate of Lip comes from the geometric perturbation estimate (cf. [36,
Lemma 5.6)), i.e.,

ILi2l £ 19 (@ =il gaep I Vep KR = X0 e 18771

L)
k vm+1 Am+l
S PNV G = XD st 0 I
hk“ ||Aerl ”Hl(f"") (inverse inequality and (5.59) are used). (5.61)
h,x
Analogously,
om+1 sm+1
1L13] S 193 G = XD o 105 W

<h~ 37 || o112 (inverse inequality and (5.59) are used).  (5.62)

HI()
In summary we obtain the following estimate for L:

ILi| Setfeptt)? + e teper (5.63)

Hl(ﬁ;;{*) Lz(f;;f*)’
where we have used the stepsize condition 7 = o(h*3) and k > 3.

The term L, defined in (5.53) can be estimated by using the almost orthogonality
relation in (3.12)-(3.13), i.e.,

Am+1 _ m+1 m+1 m ,m+1
Lo = 167 o | = I oty = T2 o

Am+1 1 1

S el L L AR AV
~m—+1 m+1 m+1 m—+1 Am—H m—+1

< ” Ih[(e ny )I’l* ]”L2 l“"l )(” ”LZ(f‘Zl*) + ”eh ”LZ(f‘Zl*))

a1 . .
= ||fh||L2(Fm y(ley, e ||Lz(rm )+ ||eer ||L2(I-m ) (relation (3.12)is used)

1 1 1 ~
ST —n et ||mrm S gy + e ™ g )

(relation (3.13) is used)
SR8 g+ Th ™ @ QDDA i
+ ey g )
(relation (5.32) is used)
S oMTNE g gy, N5 oy + ley ™ g )
+ (0 + A+ kDG gy + ey g ), (5.64)
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where we have used the stepsize condition 7 = o(h*?) and the induction assumption
in (3.10) which implies that [|&}" i) S < pl3,

The term L3 defined in (5.53) can be estimated by using relation (5.31), i.e., |n’”+1
M <t |T’"(e’"+1 — e;")| at the nodes:

1 1 1
Ly = ||, NI et 2 — 1IN et 12

L2 ) L2

g ||1h([n:1+l(n*m+l)'l' m(nm) ]em+l)”L2(f‘Zl*)

S L G MR T R FAS | P

S @ IT € =GN ey e Iz

< m+1
Tlle;, IILz(rm )’ (5.65)
where we have used inequality (5.52) with induction assumption || Vﬁ"’ éZ’ | L) <
h,* h,*

h'3 . the inverse inequality and the mesh size condition in (3.8).
The term L4 can be estimated by using the orthogonality relation 1, (I, N ’"H

I)T"e erl) = 0 and the super-approximation estimates in Lemma 4.4, i.e.,

Ly = _Zf Ith m+1 A Tm m+1
e

h®

— _2f [Ith m+1 IhTineZH_l Ih(Ith m+1 A Tm m+1)]

< h2”1th m+1||H1(fm )”I}’TfemH”Hl(f;f*) (Lemma 4.4 is used)

1 1 N
SN g DT (e = 8D o

(inverse inequality and [, 7" ¢;' = 0 are used)

S AN e g g )||T'"<e’”+‘ & e
+ h2||Ith m+1 Il 41 =, )Ileh —eéy ||L2(f~zz*) (Lemma4.4 is used)
SATIRNE ™ i (Ve &0 g

||vrm e + 7+ (1 + ks )h*)

L2(y)
((5.28) and (5.52) are used)

m m+1 A
S TN g e (I &l

-2 k
+ h~ ”VF’" eh ”Lz(l—vn ) +Tv+ (1 + K*,l)h )
m m+1 . R
+h":”(1 - Ih)N ”Hl([‘;lfi*)(nvrm eh ||L2(FK*)
”Vrm é;‘:’
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m+1 A
< hT”e ”Hl(ﬁzl*)(nvf‘zn*eh ”LZ(f*Zl*) +h" ”vr‘m h ”LZ(F’” )

+14 (1 + Kk )hb)
(Lemma 4.4 is used)

| . 25 .
St ”em+ ”H] (f*lrln*) (||€Zn ||L2(ﬁ;n*) +h7e, ||L2(f~21*) ”Vf‘zl*ehm ||L2(f}rf*)

+ Th + (1 + ke )EFT)

m—+1 ”

< R 0.5 oam2 —I_qpm2 .
etle) Hl<r,;1*>+h Tl Vi & ||L2(1";l’f*)+6 tlle) ||L2(F,hn,*)

“le(th 4 (14 ky )h*HH2, (5.66)

In the derivation of the last inequality we have used the induction assumption in (3.10),
which implies

2 0.5
h ” 9 ”LZ 1—~m )”V]"m eh ”LZ(Fm )~ < h ”Vrm eh ”LZ Fm )

In the case m > 1, inequality (5.34) implies that ||&}' g ) S lley (YRS

)y < k¥, which holds for the initial
h,*

triangulation at t = 0. Therefore, in either case, we have

In the case m = 0 we simply use ||é2||H1

||é;ln||Hl(Fm ) ~ ”eh ”H](Fm )+hk (567)

From (5.28) we see that, under the stepsize condition 7 = o(h*3) and the mesh size
condition in (3.8),

lleptt — ey ) STH IV Ml agpm y + (T + (14 ke DB
Ty ~ s (i)

~ ”éh ”Lz(f*]rlrf*) + 7,

and
”em+1 eh ”Hl(rm )~ < Th “Vl:;f*éh ||L2(Iﬁ}r’n*) + T”l_l(l' + (1 + K*’[)hk_l)
which imply that
”eZHrl ||L2(l"m ) ~ ”eh ”LZ(rm ) + T, (568)
1
e ey < 08 g + 7 (5.69)

Then, substituting (5.63)—(5.66) into (5.53) and use relations (5.68)—(5.67), we
obtain

FoE"ﬂ
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sm+1 +1
ley+2 — lley e

LAY
=L +Ly+ L3+ Ly

~m ”

L)

< S €tllVip + Cetlér)? + Cet(t + (1 + k. )R?. (5.70)

Ll(r"’ ) LZ(F"’ )

5.8 Convergence of Numerical Solutions

m+1

*1in (5.5) and estimating ||Mn L2y by (5.28), and
h,*

By choosing ¢, = e}/

m+1

then replacing e, ”LZ(IA“;,”*) by ||é;’l1 ”L2(f,',"*) using (5.68), the following result can

be derived:

1
IS W i e e
[ ”Vrm eh ||L2(f~z1*) +(@+A+ K*,Z)hk_l)]

A 1
Ve & iy ylen™ e,

A m

< ”Vr‘m eh ||L2 I*m )(“ ”LZ rm ) + 7:)

+ [ Ve &gy + (0 (kD]
Vi el R 2y +T)
SellVey @ +e (@ + (1 + ki,
(5.71)

~1
+e e’

h ||L2(r171 ) L2(l—~m )

where the last inequality follows from using the stepsize condition 7 = o(h>>) and
Young’s inequality.
Testing (5.14) with ¢y, = eZ"H and using relation (5.15), we obtain

em—H _om 1
/ h h . m+1+ A *(6m+1 e}r:1+l)
fm T 2

1
< 2Ah *("Z’l’ é\;’?) _ BM(eh , ehm+l) JWl(eZl-‘rl) Km(em+l) dm(em—H)

—1ypm 2
lley

< E”VFm éZl eh ||L2(ﬁ;n )
K

”L2<ﬁ,’" y T +e T+ A+ k)h)?, (5.72)

where we have estimated J™ (emH) with (5.71) and used the estimates of AT . Lepr.emn,
B @, e thy, g th, KM ety and d™ (et in (5.16)<(5.17), (5.22) and
Lemma 4.3, respectively, and we have replaced e}’ mtl by é;' using the relations in

(5.68)—(5.67) in these estimates. Then, using relations (5.34) and (5.70), we can fur-
ther reduce (5.72) to the following result:

Fo C 'ﬂ
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A e 1 N
* Am
o= +C7 Ve G
S ellVin &1, fp )+ Celldf! “iz(fzw + Cg(r A4k (513)

where € is an arbitrary small constant. Note that the constant «,; on the right-hand
side of (5 73) can be replaced by k. , because all the analysis above relies on the
surface FZ" , instead of FZ . Therefore, by applying Gronwall’s inequality and the
norm equivalence, we obtam the following error estimate for some constant C,, which
may depend on the «; defined in (3.1):

[

~m—+1 ~m+1
Jnax |12 ”Lz(ﬁ;ﬁ*) + Zznv » &
o
1 % 5
<C, (r + (1 +3 r/cf’m) hk> . (5.74)
m=0

In view of (5.68)—(5.67), we also obtain the following result:

m+l Z m+1
Omngx || Lz(l—wn ) + T”Vl"m eh ||L2(l—wm )

<C, <r + (1 + Z r/cfvm)%hky. (5.75)

m=0
Note that the lifted error &™ = X Z”l — idpm can be written as
N om,l om,l om,l . l l
" =X - le* + X;ﬁ* —idrm = (e))" — (@™ — Iya™)',

with e}’ and @™ — Iya™ being function defined on f‘m where we have used the
relation )2}’7* =1id = Iya™ on f’ - Since [[a™ — Ipa™ ||L2 Fry = < Ciy (1 4k, DRk
as shown in (3.4), the error estlmate (5.74) also implies the followmg result for the
lifted error é™ = Xh'"l —idpm:

Jmax, ||A’"+1||L2(r,,,)+2r||vr " ey < Ca@ + (L4 kDB (5.76)
- m=0

It remains to show that the constants «; and k. ; defined in (3.1) are bounded uni-
formly with respect to 7, & and / (thus «;41 and « ;41 are also bounded uniformly
with respect to T and h). This would recover induction hypotheses (3) in Sect. 3.3 at
time level #,41. Then, under the stepsize condition T = o(h>?), for sufficiently small
h satisfying (3.8), the error estimate in (5.74) can be used to recover the induction

FoE'ﬂ
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hypotheses (1)—(2) in Sect.3.3 at time level #4. In fact, induction hypothesis (1)
follows from the L™ error estimate using (5.74) and the inverse inequality, for suffi-
ciently small % satisfying (3.8); induction hypothesis (2) follows from (5.74) directly
for sufficiently small /4 satisfying (3.8).

The boundedness of the constants «; and k. ; uniformly with respect to 7, & and [
is proved under a stronger stepsize condition 7 < ch* in Appendix based on the error
estimates in (5.74)—(5.75). This would complete the proof of Theorem 2.1. m]

6 Numerical Experiments

In this section, we present numerical experiments to support the theoretical analysis
by testing the convergence rate of Dziuk’s fully discrete parametric FEM for the
evolution of surface '’ = S? under mean curvature flow. Since the unit sphere S? is
a self-shrinker under mean curvature flow, the exact solution at time ¢ is a sphere of
radius

R(t)=1—41 forte [o, %) 6.1)

The surface shrinks to a point singularity at t = %.

We test the convergence of algorithm for the evolution of the surface under mean
curvature flow up to T = 0.1. Thus the surface keeps to be smooth with bounded
curvature for ¢ € [0, T']. Although we have only proved the convergence of Dziuk’s
fully discrete parametric FEM for finite elements of degree k > 3 in Theorem 2.1,
we test all the cases of k = 1,2,3 for the L°L? norm and L2H! seminorm of

th ie. M| 2 oem  and YU/ v, em)2  The L°L2 and
e error, i.e Ogngnsa[);/r] e ”LZ(F},‘*) an Zm:O T|| r,l‘*eh ”LZ(FZ",*) e an

L* H' spatial discretization errors at 7 = 0.1 (with a sufficiently small stepsize
Tref = 2713,2714 2715 for k = 1,2, 3, respectively) are presented in Figs.2A and
3A. The L*L? and L? H' temporal discretization errors at 7 = 0.1 (measured with
a sufficiently small mesh size hrr = 0.025,0.2,0.2 for k = 1, 2, 3, respectively) are
presented in Figs.2B and 3B.

From the numerical results in Figs. 2 and 3 we observe O (t+h*) rate of convergence
for k = 3, and O(z + h**1) rate of convergence for k = 1, 2. For finite elements of
degree k = 3, the convergence order observed in the numerical results is consistent
with the theoretical analysis in Theorem 2.1. However, the necessity of the stepsize
condition T < chF is not observed. Thus the stepsize condition T < chk may be a
technical condition that could be removed from the convergence analysis. The rigorous
analysis of stability and convergence of Dziuk’s parametric FEMs with the low-order
finite elements of degree k = 1, 2 still remains open.

7 Conclusions

We have introduced a new approach for analyzing the errors of parametric finite

element approximations to surface evolution under geometric flows—to estimate the
Elol:;ﬂ
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(A) Spatial discretization errors (B) Temporal discretization errors

Fig. 2 L% L2 errors of numerical approximations to mean curvature flow

L2H* error

2x107t 3x107t 4x107% 1073 1072
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(A) Spatial discretization errors (B) Temporal discretization errors

Fig.3 L2 H" errors of numerical approximations to mean curvature flow

projected distance from the numerically computed surface to the exact surface, rather
than the distance between particle trajectories of the two surfaces as in the literature. We
have established a corresponding new framework in Sect. 3 which includes the analysis
of the approximation properties of the interpolated surface, the induction assumptions
for the accuracy of approximations, and the geometric relations arising from distance
projection at nodes, which are not only used in this article to prove the convergence of
Dziuk’s parametric FEM for mean curvature flow, but also applicable to the analysis
of other geometric flows and parametric finite element algorithms. Based on the new
approach introduced in this article, we have recovered the full H' parabolicity of
mean curvature flow and correspondingly established improved convergence order
for Dziuk’s fully discrete parametric FEM (for which the convergence has remained
open in the last three decades) for finite elements of degree k > 3.

In addition to the proof of convergence of Dziuk’s fully discrete parametric FEM
for mean curvature flow, since this new approach is proposed to estimate the projected
distance instead of the error between particle trajectories, it automatically neglects the
tangential motion in the numerical approximation and therefore provides a founda-
tional mathematical tool for analyzing other parametric FEMs which contain artificial
tangential motions. This will be demonstrated in some subsequent articles through the

EOE;”
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analysis of stability and convergence of algorithms which contain artificial tangential
velocities to improve the mesh quality of the numerically computed surfaces, such as
the BGN type of methods for mean curvature flow and surface diffusion.
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Appendix: Optimal Approximation Properties of the Interpolated
Surfaces

The quantities «; and «,; defined in (3.1) characterize the shape regularity, quasi-
uniformity and optimal approximation properties of the interpolated surface Fm In
this appendix, we show that k; and k. ; have an upper bound which may depend on the
exact solution and T, but is independent of 7, 4 and /. In order to make the argument
clear, we denote by C,, and Cy some generic constants which are dependent and
independent of «;, respectively.

A.1. Boundedness of Discrete Flow Maps in the W1 and HX Norms: Part |

In terms of the notation in Sect. 3.2, for a curved triangle K% F,? we denote by K19
the unique flat triangle with the same three vertices as K, and consider the piecewise
flat triangular surface

me= J k7.

0 0
KOcry

We still denote by )A(h’” . Fg P = f‘”’ the unique piecewise polynomial of degree

k (with the nodal vector X' as before) which parametrizes Fh .» and consider the
following decomposition:

A 1 A
X —Xh*+Z<X'"“ ).

Using the triangle inequality and the good quality of initial triangulation at = 0, as
shown in (2.1), we have

+1 & ;
152 e o ) < Co+ Z I = Xy for 1< <k—1,
m=0 '
(A.1)

oq+1 m+1 om ) .
IXh i o ) < Co+m2;)||Xh‘* —Xigiqgy for 1<k (A2
FoE'ﬂ
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where || - || and || - || denote the piecewise W/>> norm and piecewise

Wi wy ) H] (T8 )
H/ norm, respectively, on the piecewise flat triangular surface Fg,f; see the definition
of these piecewise Sobolev norms in Sect. 3.2.

In the next section, we shall prove the following two results under the condition
t < chfand h < h,,, (where h,,, is some constant depending on k,, ):

vim+1
”X Xh *”WJ 00(1-* f)

. gm om )
= Cotll +G = DIRGLI, i 1 Cor Ry

+ Coh* 1 + C,, (1 + kx)h* 7712

t+ G h ™ T INTE € = G i+ hlley ™ =&l ogpm ) (A3)
and

vm+1 v .
”X Xh’*“HII{(F;l),f)

_ _ J
<Cotll+( — DG 2)”Xh*||W]200(F)

+ (= IR s XN ]

Jj—1.00 0
Hj (T p)

+ CojTl Xy, | + CohF it + Co, (1 + k)T

Hj/(T) )
+ CKmh j (”Tm (em+] e;’:)”LZ Fm ») + h”em+l é\h ||L2(f‘;lﬂ*))~ (A4)
From (5.28), (5.52) and (5.74) we see that, by applying the inverse inequality,
h~ J= 1||Tm(em+] e;’:)”LZ(I‘m ) +h J”eer] é}rln”LZ(f*zﬂ*)
< CKmh—i—lf”vl;K*é,’f||L2(fh7*) + Ckmh—f—%nvw P

L2 (Fln )

+ Co, h T 0 (1 4 Ky m)BE. (A.5)

Then, substituting this result into (A.3) and choosing j = 1, we derive the following
estimate for0 < g <1I:

vm+1 v
Z 1Xhs ™ = Xnallwroor

q
<Co+ Z Cotl| X yllyrooqro ) + Coh ™"+~ o, 71+ iy m)h 2
m=0 ' m=0
FoE'ﬂ

@ Springer u.. jO E|



Foundations of Computational Mathematics

q
-2 5 —4
+ 3 Con[ BTNV g, + IV A ]
q A
< Co + Cq (14 DR 72 4 C 1+ 10 )* B4+ 37 Cotll X lyroe o -
m=0 '

Here we have used the error estimate in (5.74) with 7 < ch* in the last inequality.
Since k > 3, for sufficiently small mesh size h < hy, ., , (With some constant which

depends on k; and k1), substituting the last inequality into (A.1) and taking the square
yield the following result:

1
13 ey = Co+ Z Cotl &y oy ) for 0= <l (A6)
m=0

Then, by applying the discrete Gronwall’s inequality and taking the square root, we
obtain

[max 1X7 5 ey ) < Co (A7)

Now, by using mathematical induction, we shall prove that if j < k — 2 and

1
max X i1, < Cp then
0<q<I I ”Wil/ by =0
oq+1
max || X i, < (Cyp.
o2aX e Mgy = €0
) PN }
In fact, if max || X7 .- < Cy then summing up (A.3) form =0, ...,
0%, I o s teord ) = C0 gup (A.3) q

and using (A.5) yield the following result:

q
om—+1 m
DI R Vi RS

m=0

< Co(1+ 1~ J>+Zcor||xh*nwmro )+chmh" I (1 + Ky

m=0
q

30 Ca [T Iy g, + T NV [ ]

m=0

< Co(1+h*~ f>+ZCOr||Xz"*||Wm(FO)
m=0

+ G (14 Y0 w2, ) W 4 G (1 k)T,
m=0
Fey
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where we have used the error estimate in (5.74) in the last inequality. Since k > 3,
for sufficiently small mesh size i < hy, «,, (With some constant which depends on
k; and k. 7), substituting the last inequality into (A.1) and taking the square yield the
following result for j < k — 2:

1
I1X75 <Co+ Z Cot Xy, I3

m=0

W“’"(FO) for 0 <g <lI.

Wf Do(FO )~
Then, by applying the discrete Gronwall’s inequality and taking the square root, we
obtain

max || X7 < Co. (A.8)

0<g<l W] OO FO )

This proves (A.8) for 1 < j < k — 2. Analogously, by using (A.4), we can prove the

following result for 1 < j <k — 1:
oq+1

max || X
0<g<l ” h.x

(F ) can also be proved and omitted here.

This proves that if T < ch* and h < h,(l,,(*’, then ki+1 < Cop in view of the definition
in (3.1).

Therefore, we canreplace Cy,, by Cp in (A.3)—(A.4) and obtain the following results
for 0 < g < [inthe same way as above, under the conditions T < ch¥and h < Py ey

Similar estimate for max ||(Xq+1) 1|| 100
O=g=l

1
103 Wypre g, < Cot Z otk + Z CoTlI&G el oo o (A1O)

m=0 m=0
X, gy ) < Cot Z Coticy,, + Z Cot|I X} Mg (A.11)
m=0 m=0

In regard to the definition of k. , in (3.1), we canreplace k., by || )A(,"f* I wh-looro )+
’ h h.f

||)A(h’"* I HETD ) and then sum up the two inequalities above. This yields that

oq+1,2 oq+1,2
I g o I r e
q
< Co+ 30 CotURT Moy +IXT e - (A1)
,f
m=0 '

By applying Gronwall’s inequality and taking the square root, we obtain

va+1 oq+1
max (X5 g g+ 1K Dy ) < Co. (A.13)
FoE'ﬂ
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This proves that x4 ;+1 < Cp in view of its definition in (3.1). For this constant Cq
(which is independent of /) we get the following result: If k;, < Cp and «,.; < Cp, and
T < chf with h < he¢,.¢,, then

K41 < C() and Ky l+1 = C(). (A.14)

This proves (A.14) by mathematical induction under the conditions 7 < ch* and
h < hcy,c,- As a result, the quantities «; and «,; defined in (3.1) are uniformly
bounded with respect to 7, 4 and [ under the required conditions on the stepsize and
mesh size.

A.2. Boundedness of Discrete Flow Maps in the W*~1:° and H* Norms: Part Il

In this appendix we prove (A.3)—(A.4), which are used in Appendix A.l to prove
(A.14).

Note that the nodal vectors X and X! are defined as the distance projection of
x™ and x"*! onto the smooth surfaces I' and I'"™*!. Therefore, ey = Xp' — X Z‘* and

é;l"“ =X Z”] -X Z’Il are in the directions of n”" and n”**! at the nodes, respectively.

From the geometric relation in Fig.4 we observe the following vector decomposition
at the j-th node:

ame+1 IR
NI G ;n* ) = XT* ;n* + Pl j-th node:

and passing to finite element functions, it holds that
Nm(Xm'H }E'h’"*) = (X"t —id)oa™ + p; at the nodes off‘}’z* (A.15)
for some finite element function pj, such that by the triangle inequality

lonl < Cot? + Col T (X! — X7 )1 at the nodes, (A.16)

where Cot? arises from the quadratic term in the Taylor expansion of the exact
flow, which measures the deviation of X ZZH away from the normal direction, while

|T”‘(X X+l )A( m )|2 measures the difference of lengths in the normal direction, as

shown in Fig. 4. The latter is essentially the product of | 7" (X’”+1 ,’l'"*)| (the length
of one side of a right triangle) and the tangent of an angle whose amplitude is of order
oqT Xyt = X ).

Moreover, since T (X s — X3 = 0 at the nodes and 7" N)' = 0, the following
relation holds:

=T" (X,T+l - Xh ) + T*mzv;"“(xm+l —Xpth

= Tf(XZ‘H — X"+ T (N — N’”)Am+1 at the nodes.
(A.17)
Fol:rﬂ
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1;1]1+1

)

- ;_> o(Tm (@ 1_ ’,/,,)_>
Ph :

Fig.4 The geometric relation at the j-th node

In the last equality we have used éZlH =X Z@Ll - X Z”l. Therefore, by decomposing

X Z‘Il - X h’”* into the normal and tangential components and applying the triangle
inequality, we have

om—+1 v .
”Xh,* _Xh,*”WI{'OO([‘;L),[)
< MNP = X7 ) yioo o+ IR T XPE = X700 o
- * A Thx HEWT (T p) * o AW (T p)
< ML —id) o @™ o X5 1+ onllyy o o

(relation (A.15) is pulled back to F?l’f)

+ Coh™ | I T (X — ??Zf*)llmowgf)- (A.18)

The first term on the right-hand side of (A.18) can be estimated by using (A.16) as
follows:

m+1 . m o m )
”Ih[(X - ld) ca o Xh’*] + Ph ” Wi{’oo(rl(z),f)

I o o

< ColX™ —idly sy (14 Y ||X,;'{*||Wlfl,oo(r2f)~-~IIX,':f*llwl.lf,-,oo(Fgr))

e ’ ’

Jtiejiz1
+ Cohij ||/0h ||Loo(1"2 o)

FolCT
s
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< Cotll+j( = DIXILIY 1o o |1+ CoiTIX |
i (Th.e)

+ Coh™ (2 + | L T (X! — )A(Zf*)”ioo(rg )

Wiy p

(A.19)

Here we have added a factor j(j — 1) in front of ||}A( s to indicate that

it
this term should disappear in the case j = 1, and we have added a factor j in front of
X5 Wi o ) to indicate that this term should disappear in the case j = 0.

’ h h.f

The second term on the right-hand side of (A.18), as well as the last term on the
right-hand side of (A.19), can be estimated by using relation (A.17), i.e.,

m g ym+1 v
||1hT* (Xh,* - h,*)”LOO(l“gf)

< ||I;,T;"(x;l"+1 . XZ’)”LOO(ng + ||1,,T>;n(N;"+1 _ N;”)ézm IILoo(F;?,a‘ (A.20)
In the case j = 0 we get from (A.18) and (A.19) the following result:
Sl o
X = Xhll ooy
om+l 5 2 om+l
= Cot + Coll n T (X5 = X)W ooy + I T G = XD ey

< Cot + Col T (X3 = X3 )l pooro (A21)
where the last inequality follows from the estimate in (5.39), which implies that
X5 = X M e ro o + IR T X = X3 )l oo ) < Coh™ < 1, (A22)

when i < h,, (for some constant /,, which may depend on ;).
In the case j > 1 we obtain from (A.18)—(A.19) and (A.22) the following result:

ym+1l _ om .
||Xh,* Xh’*”Wi{,oc(rg,t)

< Cotll+j( — DIXp I 1+ CojTlI Xl

j— J+00 0
W) 1‘°°<F2_f Wi (@)

+ Coh ™7 + Coh ™ | L T (X H — X )| Lo - (A.23)

The first term on the right-hand side of (A.20) can be estimated by using the
geometric relation in (3.15), which implies that

+1
11 T (X)) — XZ1)||L°°(F2I)
1 A
< L,T" ()" - e,’f)lle(ng) + T T I (" n™ — Mooy
= |, T (e — & Mioeqrs ) + T T gl ooy
(as T I (H™n™) = 0 at the nodes)

1 A
< LT (e — & Mizsem ) + Cotllglizoewm,
FolT
LI o
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where the last inequality follows from the L stability of the Lagrange interpolation
operator (with respect to the nodal values) on the initial triangulated surface Fh £
and the fact that the nodal values of I,7,"I,g is bounded by | gl|zoc (). Then, by
applying the inverse inequality to convert the L°°(F ) norm to the LZ(F ,) norm
(with a constant depending on k; and independent of K 1), we obtain

1T X = XD oo
< Cy, h~ " T’”(em+1 é;’f)HLz(fm )+ Cot>  (here (3.14) is used)

< Ce, (1T (e — CRlEny J Rl — e ||L2(ﬁ21*))+c0r2. (A.24)

In the last inequality, we have used the super-approximation estimates in Lemma 4.4.

The second term on the right-hand side of (A.20) can be estimated by using the
inverse inequality and the expression N = (n]! o X Z"*)(nfk" oX Z"*)T at the nodes,
ie.,

1 A 1
||IhTs:n(N>;r<n+ Nm) s ”Loc(f‘m‘*)

1 ~m—+1
< Co 1IN = N Ml i
1 9 1 > Am+1
< C, | n[n ™ 0 X0 —nll o X, TR P

Am+1

[T

m+1 o Xm+1 T ° Xm+1

< Cu,, [1nln ]”LOO(F’" )” ”Lw(ﬁzf*)

m+1 m+1 m Am_H
+ CKm ”Ih X J%k —n

*

© Xh * ”Loo(rm )” ”Lw(f‘;ﬁ*)

< Co, TG = X0 e + 1K =

m+l m+1
X ||Loc(rm ) + r)”eh ”Loo(rm )

1 X 1
< (:Km(||1/1T>,:"+1<X’“+ X M poogip y + IX5T

h,*

- XZ1*||LOC(1"m )

sm+1
+0)lley lpooqiy s (A.25)
where the derivation of the second to last inequality of (A.25) uses the following two
arguments:
(i) We have used the Taylor expansion of n+! o X" — n+1 o X7 at X' up

to the quadratic term, with the following observation: Since both X 21:1 and X 21:1
take values on "'+, and the value of [(Vpmsin+!) o X H (X — X1 ) at

a node only depends on the value of 7."+! (X Z‘Il - X 1) at the node, it follows
that

[In(VeneinZ PP = X7 )1 < Col T (X = X7 )| at the nodes.

(ii) The value of n*1 o X" ! —n o X atanode is the change of the normal vector
along a particle tra]ectory of length 0(1’)
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The last inequality of (A.25) follows from the triangle inequality and the property
|Xerl )A(Z"* = O() at the nodes, because the value of X’"Jrl )A(;l”* at a node is
the distance a particle moves within time period . ’

Then, substituting (A.21) into (A.25) and using the result || X’"Jrl —Xm Ll llpoeqim <

1 shown in (A.22), we get
T NG = NS o

< Co TR = K3 D ey + ONE e

1 1 ~m+1
< CK'th 5”1/1 Tm+ (Xm+ Xh,*)||L°°(f;:l*) + C,(mfh ” m-+ ||L2(f‘;l"*)

< Ckmh0'5||IhT>:n(XZl,Il — Xir:l,*)||L°°(f;j’*) + C,, (1 + Kem)Th (T + 1,

(A.26)

where the second to last inequality follows from the estimate ||Aerl I Lootm y =
h,x

C,(mho'5 in (5.38) and the inverse inequality, and the last inequality follows from

the error estimate of ||e || L2 ) in (5.74) and from replacing Terl by T," with

an error of O(t) at the nodes. Note that we have replaced /q and k. ; by ky,, and k. .,

respectively, when we estimate ||e mt1 ||Loo(rm ) and |le), ey ”LZ(FZ" ) using (5.38) and

(5.74). This is correct as the estimation of ¢ eh only requires using «; and k., instead

of k; and k. ; (unless we want to consider the maximum error amongm =0, ..., [ as

in (5.74)). We also note that the error estimate of ||é;’:+1 [I L2(Em using (5.74) requires
h,*

the mesh size to satisfy 4 < h,, «,,, for some constant A, ., which may depend
on k,, and k. ;. Now we can substitute (A.24) and (A.26) into (A.20). This yields the
following estimate:

T G = X ) e
< MW G = XD oo + IR T N = NI e o
< Co,h (1T € = 8D agip ) + Bl ™ = &l 2o ) + Cot?
+ Co, KO3, T (X — Xh,*)||Lm(ﬁm*) + Cy,, (1 4 ks )Th ™ (T + HY).
(A.27)

The second to last term on the right-hand side of (A.27) can be absorbed by the left-
hand side by choosing sufficiently small &, say h < hy,, ., ,, for some constant /1,
which may depend on k,, and « ;. Then it holds that

sKse,m

(I D IR PR
< CKm (”Tm(em+l - eZI)HLZ(Fm ) + h”em+] éz1||L2(fZ1*))

+ Cot® + C, (1 + ks ) Th ™ (T + 1), (A.28)
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By substituting (A.28) into (A.23) we obtain the following result for j > 1:

gm+l _ pm .
”Xh,* Xha*”W,'l/‘oc(l"g.f)

= Cotll + G = DIKGLI 1 o 1+ CoTlI XL
h h,f

Wiy )
+ Coh ™1 + Cp,y (1 + ks m)Th ™I~ + B5)

+ Ce, h (T (e — el ) + hleptt —én ||L2(f;ln*)). (A.29)

This proves the relation in (A.3) under the stepsize condition r < ch¥. The proof of
(A.4) is similar (only the norm is changed) and omitted.
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