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#### Abstract

An artificial tangential velocity is introduced into the evolving finite element methods for mean curvature flow and Willmore flow proposed by Kovács, Li \& Lubich in $[40,41]$ in order to improve the mesh quality in the computation. The artificial tangential velocity is constructed by considering a limiting situation in the method proposed by Barrett, Garcke \& Nürnberg in [7-9]. The stability of the artificial tangential velocity is proved. The optimal-order convergence of the evolving finite element methods with artificial tangential velocity are proved for both mean curvature flow and Willmore flow. Extensive numerical experiments are presented to illustrate the convergence of the method and the performance of the artificial tangential velocity in improving the mesh quality.
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## 1 Introduction

The evolution of surface under geometric curvature flows has been intensively investigated in the past decades. The most well-known examples are mean curvature flow and higher-order geometric flows driven by curvature, including Willmore flow and surface diffusion. The numerical computation of such

[^0]geometric curvature flows originates from the pioneering work of Dziuk [26], who proposed the first parametric finite element method (FEM) for mean curvature flow. It is known that the velocity of an evolving surface $\Gamma$ under mean curvature flow is determined by
\[

$$
\begin{equation*}
v=-H n=\Delta_{\Gamma} \mathrm{id} \tag{1.1}
\end{equation*}
$$

\]

where id denotes the identity function on $\Gamma \subset \mathbb{R}^{3}, H$ and $n$ denote the mean curvature and the outward normal vector of the surface $\Gamma$, and $\Delta_{\Gamma}$ denotes the Laplace-Beltrami operator on the surface. Assuming that $\Gamma\left(t_{m-1}\right)$ is already approximated by a piecewise triangular surface $\Gamma_{h}^{m-1}$, Dziuk's method is to find a parametrization of the surface $\Gamma_{h}^{m}$, denoted by $u_{h}^{m}: \Gamma_{h}^{m-1} \rightarrow \mathbb{R}^{3}$, in a finite element space $S_{h}\left(\Gamma_{h}^{m-1}\right)^{3}$ satisfying the following weak formulation:

$$
\begin{equation*}
\int_{\Gamma_{h}^{m-1}} \frac{u_{h}^{m}-\mathrm{id}}{\tau} \cdot \chi_{h}+\int_{\Gamma_{h}^{m-1}} \nabla_{\Gamma_{h}^{m-1}} u_{h}^{m} \cdot \nabla_{\Gamma_{h}^{m-1}} \chi_{h}=0 \quad \forall \chi_{h} \in S_{h}\left(\Gamma_{h}^{m-1}\right)^{3} \tag{1.2}
\end{equation*}
$$

The methods of parametrizing the unknown surface $\Gamma_{h}^{m}$ by finite element functions on the known surface $\Gamma_{h}^{m-1}$ are later referred to as parametric FEMs. The idea was widely adopted for approximating other geometric curvature flows, including surface diffusion, Willmore flow, Helfrich flow, and so on; see [3, 14, 28, 46, 48].

The parametric FEMs can successfully compute the evolution of surfaces under curvature flows within a short time, but the nodes may cluster and mesh may become distorted as the surface evolves. In this case, certain mesh redistribution technique may improve the computational results; see [3]. In order to improve the mesh quality without using mesh redistribution technique, Barrett, Garcke \& Nürnberg proposed a different weak formulation for mean curvature flow, surface diffusion and Willmore flow in [7-9], with an intrinsic tangential velocity that is promising to make mesh points distribute more uniformly. The method of Barrett, Garcke \& Nürnberg (BGN method) has been successful in improving the mesh quality in practical computation and adopted by many others in developing numerical methods for curvature flows, e.g., in the simulation of solid-state dewetting problems with anisotropic surface energies and contact line migration [4,54]. The idea of BGN method was also used in computing the interface of two-phase flow by an unfitted or fitted bulk mesh; see $[10,11]$, and by the arbitrary Lagrangian-Eulerian (ALE) method; see $[34,35]$. The tangential velocity in the BGN method appears only in the fully discretized scheme and the lack of counterpart in the continuous formulation increases the difficulty to prove the convergence of the BGN method. For mean curvature flow, an alternative approach to introducing tangential velocity was proposed by Elliott and Fritz [33] using the DeTruck trick. The additional tangential velocity of the continuous flow can be interpreted as a special re-parametrization under the harmonic map heat flow scaled by an adjustable parameter, and can generate good mesh properties as in the BGN method.

In the semidiscrete case, the parametric FEMs can be formulated into evolving surface FEMs [30] and then written into matrix-vector forms by using the notation of [42]. For example, in the semidiscrete case (as $\tau \rightarrow 0$ ), Dziuk's parametric FEM for mean curvature flow can be written as (see [44]): Find a vector $\mathbf{x}(t) \in \mathbb{R}^{3 N}$ which collects all nodes in the triangulation of the surface ( $N$ is the number of nodes) satisfying the equation

$$
\begin{equation*}
\mathbf{M}(\mathbf{x}) \frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} t}+\mathbf{A}(\mathbf{x}) \mathbf{x}=\mathbf{0} \tag{1.3}
\end{equation*}
$$

where $\mathbf{M}(\mathbf{x})$ and $\mathbf{A}(\mathbf{x})$ are the mass and stiffness matrices on the surface $\Gamma_{h}[\mathbf{x}]$ determined by the nodal vector $\mathbf{x}$. Dziuk's fully discrete method (1.2) is equivalent to a semi-implicit scheme for (1.3), i.e.,

$$
\begin{equation*}
\mathbf{M}\left(\mathbf{x}^{m-1}\right) \frac{\mathbf{x}^{m}-\mathbf{x}^{m-1}}{\tau}+\mathbf{A}\left(\mathbf{x}^{m-1}\right) \mathbf{x}^{m}=\mathbf{0} \tag{1.4}
\end{equation*}
$$

The matrix-vector formulation has been a powerful tool in [40-42] for error analysis of evolving surface FEMs when the evolving surface is unknown.

The convergence results of different parametric and evolving surface FEMs for mean curvature flow and Willmore flow of curves were proved in $[13,17$, $18,27,33,47]$ and $[43,49,53]$ for semidiscrete and fully discrete methods, respectively. For mean curvature flow and Willmore flow of graph surfaces, the convergence results of FEMs were proved in [15, 16, 21, 29]. Convergence of finite element semi-discretizations for the surface diffusion flow of graphs and axially symmetric surfaces has been proved; see [2,19, 20]. For mean curvature flow of closed surfaces, the convergence of an evolving surface FEM using finite elements of degree $\geqslant 2$ was proved in [40] by using the evolution equations of mean curvature and normal vector field discovered in [37], i.e., by considering the following equivalent formulation of (1.1):

$$
\begin{align*}
\partial_{t} X & =v \circ X,  \tag{1.5a}\\
v-\Delta_{\Gamma[X]} v & =-H n+\Delta_{\Gamma[X]}(H n),  \tag{1.5b}\\
\partial_{t}^{\bullet} n-\Delta_{\Gamma[X]} n & =\left|\nabla_{\Gamma[X]} n\right|^{2} n,  \tag{1.5c}\\
\partial_{t}^{\bullet} H-\Delta_{\Gamma[X]} H & =\left|\nabla_{\Gamma[X]} n\right|^{2} H, \tag{1.5d}
\end{align*}
$$

where $X(\cdot, t): \Gamma^{0} \rightarrow \mathbb{R}^{3}$ is the flow map which maps the given initial surface $\Gamma^{0}$ to the current surface

$$
\Gamma[X(\cdot, t)]=\left\{X(p, t): p \in \Gamma^{0}\right\}
$$

$\partial_{t}^{\bullet} n$ and $\partial_{t}^{\bullet} H$ denote the material derivatives of $n$ and $H$, respectively, along the particle trajectory of the evolving surface. This treatment brings additional (about twice) computational cost, but provides full-order approximations to mean curvature and normal vector, and allows people to obtain rigorous error estimates for the numerical approximation. The techniques turn out to be also successful for constructing an evolving surface FEM for Willmore flow with rigorous convergence proof; see [41]. More recently, Dziuk's semidiscrete method
for mean curvature flow of closed surfaces was proved to be convergent for high-order finite elements of degree $\geqslant 6$ in [44]. All these methods, which were proved convergent for mean curvature flow or Willmore flow of closed surfaces, do not contain tangential velocity to improve the mesh quality. For convergence analysis of algorithms with tangential velocity, there are some recent results which apply the DeTurck trick to introduce a tangential velocity and obtain optimal convergence order for mean curvature flow of two-dimensional axisymmetric surface [6, 22] and torus type surface [45].

In this article, we propose a new evolving surface FEM for mean curvature flow of closed surfaces, with a tangential velocity to improve the mesh quality, and then prove the convergence of the proposed method. The velocity of the surface consists of normal and tangential components, where the tangential velocity is determined by requiring $\Delta_{\Gamma[X]} v$ to be parallel to $n$, i.e.,

$$
\begin{align*}
v \cdot n & =-H  \tag{1.6}\\
\Delta_{\Gamma[X]} v & =\kappa n \quad \text { for some auxiliary function } \kappa . \tag{1.7}
\end{align*}
$$

Our idea of determining the tangential velocity by (1.7) is inspired by considering the temporally semidiscrete version of the BGN method in [8]: Let $u^{m+1}$ and $H^{m+1}$ denote the position and the mean curvature of the surface $\Gamma^{m+1}$ parametrized through $\Gamma^{m}$. Then the temporally semidiscrete version of the BGN method can be written as

$$
\begin{equation*}
\Delta_{\Gamma^{m}} u^{m+1}=-H^{m+1} n^{m} \tag{1.8}
\end{equation*}
$$

where $n^{m}$ denotes the normal vector of $\Gamma^{m}$. Subtracting the identity $\Delta_{\Gamma^{m}} \mathrm{id}=$ $-H^{m} n^{m}$ from (1.8) and dividing the result by the temporal step size $\tau$, we obtain

$$
\Delta_{\Gamma^{m}} \frac{u^{m+1}-\mathrm{id}}{\tau}=-\frac{H^{m+1}-H^{m}}{\tau} n^{m},
$$

which tends to the form of (1.7) as $\tau \rightarrow 0$. At the discrete level, since the BGN method can improve the mesh quality, it follows that the derived equations in (1.6)-(1.7) may similarly improve the mesh quality.

At the continuous level, it is easy to verify that solving equations (1.6)(1.7) is equivalent to minimizing the energy functional

$$
E[v]=\int_{\Gamma[X]}\left|\nabla_{\Gamma} v\right|^{2}
$$

under the constraint $v \cdot n=-H$, with $\kappa$ denoting a Lagrangian multiplier in this constraint optimization problem. For an evolving surface $\Gamma(t), t \geqslant t_{0}$, the deformation tensor $\nabla_{\Gamma\left(t_{0}\right)} X(x, t)$ between the two surfaces $\Gamma(t)$ and $\Gamma\left(t_{0}\right)$ satisfies the following equation:

$$
\partial_{t} \nabla_{\Gamma\left(t_{0}\right)} X(x, t)=\nabla_{\Gamma\left(t_{0}\right)} v(X(x, t), t) .
$$

By setting $t=t_{0}$ in the equation above we see that $\nabla_{\Gamma\left(t_{0}\right)} v\left(x, t_{0}\right)$ represents the instantaneous rate of deformation at time $t_{0}$. Therefore, minimizing the energy
functional $E[v]=\int_{\Gamma[X]}\left|\nabla_{\Gamma} v\right|^{2}$ is equivalent to minimizing the instantaneous rate of deformation. Equivalently speaking, solving equations (1.6)-(1.7) is equivalent to minimizing the rate of deformation under the constraint $v \cdot n=$ $-H$ (so that the mesh can be less deformed).

For mean curvature flow, the evolution equations governing $H$ and $n$ are used to couple with the velocity equations in (1.6)-(1.7):

$$
\begin{align*}
\partial_{t} X & =v \circ X,  \tag{1.9a}\\
v \cdot n & =-H,  \tag{1.9b}\\
\kappa n & =\Delta_{\Gamma[X]} v,  \tag{1.9c}\\
\partial_{t}^{\bullet} n-v \cdot \nabla_{\Gamma[X]} n-\Delta_{\Gamma[X]} n & =\left|\nabla_{\Gamma[X]} n\right|^{2} n,  \tag{1.9d}\\
\partial_{t}^{\bullet} H-v \cdot \nabla_{\Gamma[X]} H-\Delta_{\Gamma[X]} H & =\left|\nabla_{\Gamma[X]} n\right|^{2} H . \tag{1.9e}
\end{align*}
$$

In other words, we have replaced the velocity equation in (1.5) by (1.9b)(1.9c). This can yield a tangential velocity which has similar effect as the BGN method. Due to the presence of tangential velocity, the flow map $X$ in (1.9) is different from that in (1.5). It is noted that (1.9e) can be found as a special case of [12, Lemma 39]. We temporarily distinguish the two flow maps in (1.5) and (1.9) by $\tilde{X}$ and $X$, respectively, and add them to the subscripts of the associated material derivatives. Then, for $f$ defined on $\mathcal{G}_{T}=\cup_{t \in[0, T]}(\Gamma(t) \times$ $\{t\}$ ), which can either be parametrized by $\tilde{X}$ or $X$, we have

$$
\begin{equation*}
\partial_{t, X}^{\bullet} f-v \cdot \nabla_{\Gamma} f=\partial_{t, X}^{\bullet} f-v_{T} \cdot \nabla_{\Gamma} f=\partial_{t, X}^{\square} f=\partial_{t, \tilde{X}}^{\bullet} f, \tag{1.10}
\end{equation*}
$$

where $v_{T}$ denotes the tangential part of $v, \partial_{t, X}^{\square}$ denotes the normal time derivative defined in [ 12 , Section 2.4]. The last equality in (1.10) holds since the velocity field of $\tilde{X}$, regarded as a vector valued function on $\mathcal{G}_{T}$, is exactly the normal part of the velocity field of $X$, see also [12, p. 18, Remark 29].

For Willmore flow, by using the evolution equations of $n$ and $H$ found in [41], we have the following closed system:

$$
\begin{align*}
\partial_{t} X= & v \circ X,  \tag{1.11a}\\
v \cdot n= & V,  \tag{1.11b}\\
\kappa n= & \Delta_{\Gamma[X]} v,  \tag{1.11c}\\
V= & \Delta_{\Gamma[X]} H+Q,  \tag{1.11d}\\
\partial_{t}^{\bullet} H-v \cdot \nabla_{\Gamma[X]} H= & -\Delta_{\Gamma[X]} V-|A|^{2} V,  \tag{1.11e}\\
\partial_{t}^{\bullet} n-v \cdot \nabla_{\Gamma[X]} n= & -\Delta_{\Gamma[X]} z+\left(H A-A^{2}\right) z+\left|\nabla_{\Gamma[X]} H\right|^{2} n \\
& -2\left(\nabla_{\Gamma[X]} \cdot\left(A \nabla_{\Gamma[X]} H\right)\right) n-A^{2} \nabla_{\Gamma[X]} H-\nabla_{\Gamma[X]} Q,  \tag{1.11f}\\
z= & \Delta_{\Gamma[X]} n+|A|^{2} n, \tag{1.11~g}
\end{align*}
$$

where $A=\nabla_{\Gamma[X]} n, Q=-\frac{1}{2} H^{3}+|A|^{2} H$, and $|A|^{2}=\left|\nabla_{\Gamma[X]} n\right|^{2}$. The above new system simply replaces the velocity equation $v=V n$ in [41] by (1.11b)-(1.11c). Setting $Q=0$ in (1.11) would yield a closed system for surface diffusion flow.

In the evolving surface FEM, the systems (1.9) and (1.11) can be rewritten into matrix-vector forms as in $[40-42,44]$, and the stability estimates for the equations of $n$ and $H$ have already been established in [40, 41]. The stability analysis for the velocity in (1.9b)-(1.9c) is the main contribution of this article. This is obtained by choosing test functions associated to the tangential projections of some proper functions. By combining the stability estimates of the velocity equations (i.e., Theorem 3.2) and the equations of $n$ and $H$, we obtain optimal-order error estimates of the evolving surface FEMs for finite elements of degree $\geqslant 2$ for both mean curvature flow and Willmore flow; see Theorems 2.1-2.2. Extensive numerical experiments are presented to illustrate the convergence of the proposed method and the performance of the artificial tangential velocity for improving the mesh quality.

The rest of this article is organized as follows. In Section 2, we introduce the basic notations and propose the modified systems of equations with artificial tangential velocity for mean curvature flow and Willmore flow. The continuous problems are then spatially semi-discretized in the framework of evolving surface FEM and the matrix-vector formulations. Then we present the main convergence results of the spatially semi-discretized evolving surface FEMs. In Sections 3 and 4, we prove the convergence of the evolving surface FEMs for mean curvature flow and Willmore flow, respectively. In Section 5, we present numerical results to support the theoretical analysis in this article.

## 2 The numerical method and main results

### 2.1 Basic notations for an evolving surface

Given a smooth surface $\Gamma \subset \mathbb{R}^{3}$, the surface gradient for a scalar function $u: \Gamma \rightarrow \mathbb{R}$ is a column vector denoted by $\nabla_{\Gamma} u$. In the case of a vectorvalued function $u=\left(u_{1}, u_{2}, u_{3}\right)^{\top}: \Gamma \rightarrow \mathbb{R}^{3}$, we use the following conventional notations:

$$
D u=\left(\begin{array}{c}
\left(\nabla_{\Gamma} u_{1}\right)^{\top} \\
\left(\nabla_{\Gamma} u_{2}\right)^{\top} \\
\left(\nabla_{\Gamma} u_{3}\right)^{\top}
\end{array}\right) \quad \text { and } \quad \nabla_{\Gamma} u=(D u)^{\top}=\left(\nabla_{\Gamma} u_{1}, \nabla_{\Gamma} u_{2}, \nabla_{\Gamma} u_{3}\right) .
$$

The mean curvature of $\Gamma$ is defined as the trace of the extended Weingarten mapping $A=\nabla_{\Gamma} n$, which is expressed as

$$
H=\operatorname{tr}\left(\nabla_{\Gamma} n\right)
$$

where $n$ denotes the unit exterior normal vector of $\Gamma$.
The evolving surface is described by the flow map $X(\cdot, t): \Gamma^{0} \rightarrow \mathbb{R}^{3}$, $t \in[0, T]$, which is a diffeomorphism from a given initial surface $\Gamma^{0}$ to the current surface

$$
\Gamma(t)=\Gamma[X(\cdot, t)]=\left\{X(p, t): p \in \Gamma^{0}\right\} .
$$

For any fixed $p \in \Gamma^{0}$, the set of points $\{X(p, t): t \in[0, T]\}$ is a trajectory starting from $p$. The velocity of the surface at the point $X(p, t) \in \Gamma[X(\cdot, t)]$ along the trajectory is

$$
v(X(p, t), t)=\partial_{t} X(p, t)
$$

Throughout this article, we denote by $C$ and $h_{0}$ two generic positive constants which are different at different occurrences, possibly depending on the norms of the exact solution and $T$, but are independent of the mesh size $h$.

### 2.2 The evolving surface FEM

We assume that the given closed smooth initial surface $\Gamma^{0} \subset \mathbb{R}^{3}$ is partitioned into an admissible family of shape-regular and quasi-uniform triangulations $\mathcal{T}_{h}$ with mesh size $h$; see [30] for the notion of admissible family of triangulations. Let $\mathbf{x}^{0}=\left(p_{1}, \cdots, p_{N}\right) \in \mathbb{R}^{3 N}$ be the vector that collects all nodes $p_{j} \in \mathbb{R}^{3}$, $j=1, \ldots, N$ in the triangulation of $\Gamma^{0}$ by finite elements of degree $k$, as defined in [23]. The nodal vector $\mathbf{x}^{0}$ determines an approximate surface $\Gamma_{h}\left[\mathbf{x}^{0}\right]$ that interpolates the surface $\Gamma^{0}$ at the nodes.

We evolve the vector $\mathbf{x}^{0}$ in time and denote its position at time $t$ by $\mathbf{x}(t)=\left(x_{1}(t), \cdots, x_{N}(t)\right)$, which determines a surface $\Gamma_{h}[\mathbf{x}(t)]$ by piecewise polynomial interpolation on the plane reference triangle. There exists a unique finite element function $X_{h}(\cdot, t)$ of piecewise polynomial degree $k$ defined on $\Gamma_{h}\left[\mathbf{x}^{0}\right]$ satisfying

$$
X_{h}\left(p_{j}, t\right)=x_{j}(t) \quad \text { for } \quad j=1, \ldots, N .
$$

This is the discrete flow map, which maps the discrete initial surface $\Gamma_{h}\left[\mathbf{x}^{0}\right]$ to $\Gamma_{h}[\mathbf{x}(t)]$.

If $w(\cdot, t)$ is a function defined on $\Gamma_{h}[\mathbf{x}(t)]$ for $t \in[0, T]$, then the material derivative $\partial_{t, h}^{\bullet} w$ on $\Gamma_{h}[\mathbf{x}(t)]$ with respect to the discrete flow map $X_{h}$ is defined by

$$
\partial_{t, h}^{\bullet} w(x, t)=\frac{\mathrm{d}}{\mathrm{~d} t} w\left(X_{h}(p, t), t\right) \quad \text { for } x=X_{h}(p, t) \in \Gamma_{h}[\mathbf{x}(t)] .
$$

The finite element basis functions on $\Gamma_{h}[\mathbf{x}]$ are denoted by $\phi_{j}[\mathbf{x}], j=1, \ldots, N$, which satisfy the following identities:

$$
\phi_{j}[\mathbf{x}]\left(x_{i}\right)=\delta_{i j}, \quad i, j=1, \ldots, N .
$$

The pullback of $\phi_{j}[\mathbf{x}]$ from any curved triangle on $\Gamma_{h}[\mathbf{x}]$ to the reference plane triangle is a polynomial of degree $k$. It is known that $\phi_{j}[\mathbf{x}(t)]$ satisfies the following transport property (see [30]):

$$
\begin{equation*}
\partial_{t, h}^{\bullet} \phi_{j}[\mathbf{x}(t)]=0 \quad \text { on } \quad \Gamma_{h}[\mathbf{x}(t)], \quad j=1, \ldots, N . \tag{2.1}
\end{equation*}
$$

The finite element space on the surface $\Gamma_{h}[\mathbf{x}]$ is defined as

$$
S_{h}[\mathbf{x}]=S_{h}\left(\Gamma_{h}[\mathbf{x}]\right):=\operatorname{span}\left\{\sum_{j=1}^{N} c_{j} \phi_{j}[\mathbf{x}]: c_{j} \in \mathbb{R}\right\} .
$$

The evolving surface FEM for (1.9) is to find $X_{h}(\cdot, t) \in S_{h}\left[\mathbf{x}^{0}\right]^{3}$ and $\left(v_{h}(\cdot, t), \kappa_{h}(\cdot, t), n_{h}(\cdot, t), H_{h}(\cdot, t)\right) \in S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)]$, such that

$$
\begin{align*}
& \partial_{t} X_{h}=v_{h} \circ X_{h},  \tag{2.2a}\\
& \int_{\Gamma_{h}[\mathbf{x}]} v_{h} \cdot n_{h} \chi_{\kappa}=-\int_{\Gamma_{h}[\mathbf{x}]} H_{h} \chi_{\kappa},  \tag{2.2~b}\\
& \int_{\Gamma_{h}[\mathbf{x}]} \kappa_{h} n_{h} \cdot \chi_{v}+\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{v}=0  \tag{2.2c}\\
& \int_{\Gamma_{h}[\mathbf{x}]} \partial_{t, h}^{\bullet} n_{h} \cdot \chi_{n}+\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} n_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{n} \\
& \quad=\int_{\Gamma_{h}[\mathbf{x}]}\left(\left|A_{h}\right|^{2} n_{h}+v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} n_{h}\right) \cdot \chi_{n},  \tag{2.2~d}\\
& \quad=\int_{\Gamma_{h}[\mathbf{x}]}\left(\left|A_{h}\right|^{2} H_{h}+v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} H_{h}\right) \chi_{H},
\end{align*}
$$

hold for all test functions

$$
\left(\chi_{v}, \chi_{\kappa}, \chi_{n}, \chi_{H}\right) \in S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)],
$$

where $A_{h}=\nabla_{\Gamma_{h}[\mathbf{x}]} n_{h}$ is the discretized Weingarten map. The initial value for the system (2.2) can be chosen as follows: $X_{h}(\cdot, 0)=$ id on $\Gamma_{h}\left[\mathbf{x}^{0}\right] ; n_{h}(\cdot, 0)$ and $H_{h}(\cdot, 0)$ are chosen as the Lagrangian interpolations of $n(\cdot, 0)$ and $H(\cdot, 0)$, respectively, or any other approximations such that

$$
\begin{align*}
& \left\|n_{h}-I_{h} n\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+h\left\|n_{h}-I_{h} n\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{k+1}  \tag{2.3a}\\
& \left\|H_{h}-I_{h} H\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+h\left\|H_{h}-I_{h} H\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{k+1} \tag{2.3b}
\end{align*}
$$

Remark 2.1 We define a discrete Laplacian-Beltrami operator $\Delta_{h, \Gamma_{h}[\mathbf{x}]}: S_{h}[\mathbf{x}] \rightarrow$ $S_{h}[\mathbf{x}]$ via duality by

$$
\left(\Delta_{h, \Gamma_{h}[\mathbf{x}]} v_{h}, w_{h}\right)=-\left(\nabla_{\Gamma_{h}[\mathbf{x}]} v_{h}, \nabla_{\Gamma_{h}[\mathbf{x}]} w_{h}\right) \quad \forall w_{h} \in S_{h}[\mathbf{x}] .
$$

Let $P_{\Gamma_{h}[\mathbf{x}]}: L^{2}\left(\Gamma_{h}[\mathbf{x}]\right) \rightarrow S_{h}[\mathbf{x}]$ be the $L^{2}$-orthogonal projection onto the finite element space. Then, replacing the test function $\chi_{\kappa}$ in (2.2b) by $-\Delta_{h, \Gamma_{h}[\mathbf{x}] \chi_{\kappa},}$, we obtain

$$
\begin{align*}
& \int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]}\left(v_{h} \cdot n_{h}\right) \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{\kappa} \\
& =-\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} H_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{\kappa} \\
& \quad+\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]}\left(v_{h} \cdot n_{h}-P_{\Gamma_{h}[\mathbf{x}]}\left(v_{h} \cdot n_{h}\right)\right) \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{\kappa} . \tag{2.4}
\end{align*}
$$

Equation (2.4) is derived from (2.2b) and will be used only in the error analysis.

Similarly, the evolving surface FEM for the reformulated equations of Willmore flow in (1.11) is to find $X_{h}(\cdot, t) \in S_{h}\left[\mathbf{x}^{0}\right]^{3}$ and

$$
\begin{aligned}
& \left(v_{h}(\cdot, t), \kappa_{h}(\cdot, t), V_{h}(\cdot, t), H_{h}(\cdot, t), n_{h}(\cdot, t), z_{h}(\cdot, t)\right) \\
& \in S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)]^{3}
\end{aligned}
$$

such that

$$
\begin{align*}
& \partial_{t} X_{h}=v_{h} \circ X_{h},  \tag{2.5a}\\
& \int_{\Gamma_{h}[\mathbf{x}]} v_{h} \cdot n_{h} \chi_{\kappa}=\int_{\Gamma_{h}[\mathbf{x}]} V_{h} \chi_{\kappa},  \tag{2.5b}\\
& \int_{\Gamma_{h}[\mathbf{x}]} \kappa_{h} n_{h} \cdot \chi_{v}+\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{v}=0,  \tag{2.5c}\\
& \int_{\Gamma_{h}[\mathbf{x}]} V_{h} \chi_{V}+\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} H_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{V}=\int_{\Gamma_{h}[\mathbf{x}]} Q_{h} \chi_{V},  \tag{2.5~d}\\
& \int_{\Gamma_{h}[\mathbf{x}]} \partial_{t, h}^{\bullet} H_{h} \chi_{H}-\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} V_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{H} \\
& =\int_{\Gamma_{h}[\mathbf{x}]}\left(v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} H_{h}-\left|A_{h}\right|^{2} V_{h}\right) \chi_{H},  \tag{2.5e}\\
& \int_{\Gamma_{h}[\mathbf{x}]} \partial_{t, h}^{\bullet} n_{h} \cdot \chi_{n}-\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} z_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{n}=\int_{\Gamma_{h}[\mathbf{x}]}\left(v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} n_{h}\right) \cdot \chi_{n} \\
& \quad+\int_{\Gamma_{h}[\mathbf{x}]}\left(H_{h} A_{h}-A_{h}^{2}\right) z_{h} \cdot \chi_{n}+2 \int_{\Gamma_{h}[\mathbf{x}]}\left(A_{h} \nabla_{\Gamma_{h}[\mathbf{x}]} H_{h}\right) \cdot\left(\nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{n} n_{h}\right) \\
& \quad+\int_{\Gamma_{h}[\mathbf{x}]}\left(\left|\nabla_{\Gamma_{h}[\mathbf{x}]} H_{h}\right|^{2} n_{h}+A_{h}^{2} \nabla_{\Gamma_{h}[\mathbf{x}]} H_{h}\right) \cdot \chi_{n} \\
& \quad+\int_{\Gamma_{h}[\mathbf{x}]} Q_{h} \nabla_{\Gamma_{h}[\mathbf{x}]} \cdot \chi_{n}-\int_{\Gamma_{h}[\mathbf{x}]} Q_{h} H_{h} n_{h} \cdot \chi_{n},  \tag{2.5f}\\
& \int_{\Gamma_{h}[\mathbf{x}]}^{z_{h}} \cdot \chi_{z}+\int_{\Gamma_{h}[\mathbf{x}]}^{\nabla_{\Gamma_{h}[\mathbf{x}]} n_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{z}=\int_{\Gamma_{h}[\mathbf{x}]}\left|A_{h}\right|^{2} n_{h} \cdot \chi_{z},} \tag{2.5~g}
\end{align*}
$$

hold for all test functions
$\left(\chi_{v}, \chi_{\kappa}, \chi_{V}, \chi_{H}, \chi_{n}, \chi_{z}\right) \in S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)] \times S_{h}[\mathbf{x}(t)]^{3} \times S_{h}[\mathbf{x}(t)]^{3}$.

In above, (2.5f) is derived from (1.11f) by integration by part, more details can be found in [41, P 603].
2.3 Matrix-vector formulation

Associated to the finite element space $S_{h}[\mathbf{x}]$ on the surface $\Gamma_{h}[\mathbf{x}]$, we define the mass matrix $\mathbf{M}(\mathbf{x}) \in \mathbb{R}^{N \times N}$ and stiffness matrix $\mathbf{A}(\mathbf{x}) \in \mathbb{R}^{N \times N}$ by

$$
\mathbf{M}_{i j}(\mathbf{x})=\int_{\Gamma_{h}[\mathbf{x}]} \phi_{i}[\mathbf{x}] \phi_{j}[\mathbf{x}] \quad \text { and } \quad \mathbf{A}_{i j}(\mathbf{x})=\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]} \phi_{i}[\mathbf{x}] \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \phi_{j}[\mathbf{x}]
$$

for $i, j=1, \ldots, N$. Let $\mathbf{K}(\mathbf{x})=\mathbf{M}(\mathbf{x})+\mathbf{A}(\mathbf{x})$ and

$$
\mathbf{M}^{[d]}(\mathbf{x})=\mathbf{M}(\mathbf{x}) \otimes I_{d} \quad \text { and } \quad \mathbf{A}^{[d]}(\mathbf{x})=\mathbf{A}(\mathbf{x}) \otimes I_{d}
$$

where $I_{d}$ is the $d \times d$ identity matrix. We denote by $\mathbf{v}$, $\mathbf{n}$ and $\mathbf{H}$ the vectors which collect the nodal values of $v_{h}, n_{h}$ and $H_{h}$, respectively.

Let $\mathbf{B}(\mathbf{x}, \mathbf{n}), \mathbf{D}(\mathbf{x}, \mathbf{n}) \in \mathbb{R}^{N \times 3 N}$ be matrices associated to the left-hand side of (2.2b) and (2.4), respectively, defined by

$$
\begin{aligned}
\mathbf{B}_{i, 3(j-1)+m}(\mathbf{x}, \mathbf{n}) & =\int_{\Gamma_{h}[\mathbf{x}]} \phi_{i}[\mathbf{x}] \phi_{j}[\mathbf{x}]\left(n_{h}\right)_{m}, \\
\mathbf{D}_{i, 3(j-1)+m}(\mathbf{x}, \mathbf{n}) & =\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]}\left(\phi_{j}[\mathbf{x}]\left(n_{h}\right)_{m}\right) \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \phi_{i}[\mathbf{x}],
\end{aligned}
$$

where $i, j=1, \ldots, N, m=1,2,3$ and $\left(n_{h}\right)_{m}$ is the $m$-th component of $n_{h} \in \mathbb{R}^{3}$.
Let $\mathbf{f}_{1}(\mathbf{x}, \mathbf{n}, \mathbf{v}) \in \mathbb{R}^{3 N}$ and $\mathbf{f}_{2}(\mathbf{x}, \mathbf{n}, \mathbf{v}, \mathbf{H}) \in \mathbb{R}^{N}$ be the nonlinear terms associated to the right-hand side of (2.2d) and (2.2e), respectively, defined by

$$
\begin{equation*}
\mathbf{f}_{1}(\mathbf{x}, \mathbf{n}, \mathbf{v})_{3(j-1)+m}=\int_{\Gamma_{h}[\mathbf{x}]}\left(v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} n_{h}\right)_{m} \phi_{j}+\int_{\Gamma_{h}[\mathbf{x}]}\left|\nabla_{\Gamma_{h}[\mathbf{x}]} n_{h}\right|^{2}\left(n_{h}\right)_{m} \phi_{j} \tag{2.6}
\end{equation*}
$$

$\mathbf{f}_{2}(\mathbf{x}, \mathbf{n}, \mathbf{v}, \mathbf{H})_{j}=\int_{\Gamma_{h}[\mathbf{x}]} v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} H_{h} \phi_{j}+\int_{\Gamma_{h}[\mathbf{x}]}\left|\nabla_{\Gamma_{h}[\mathbf{x}]} n_{h}\right|^{2} H_{h} \phi_{j}$.
Let $\boldsymbol{\rho}(\mathbf{x}, \mathbf{n}, \mathbf{v}) \in \mathbb{R}^{N}$ be the nodal vector satisfying the following relation:
$\boldsymbol{\rho}(\mathbf{x}, \mathbf{n}, \mathbf{v}) \cdot \chi_{\boldsymbol{\kappa}}:=\int_{\Gamma_{h}[\mathbf{x}]} \nabla_{\Gamma_{h}[\mathbf{x}]}\left[v_{h} \cdot n_{h}-P_{\Gamma_{h}[\mathbf{x}]}\left(v_{h} \cdot n_{h}\right)\right] \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} \chi_{\kappa} \quad \forall \chi_{\boldsymbol{\kappa}} \in \mathbb{R}^{N}$,
where $\chi_{\kappa} \in S_{h}[\mathbf{x}]$ is the finite element function associated to the nodal vector $\chi_{\kappa}$.

By introducing $\mathbf{u}:=(\mathbf{n}, \mathbf{H})^{\top}$, the spatially semidiscrete evolving surface FEM in (2.2) can be rewritten into the matrix-vector form:

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{v}  \tag{2.9a}\\
\mathbf{B}(\mathbf{x}, \mathbf{n}) \mathbf{v} & =-\mathbf{M}(\mathbf{x}) \mathbf{H}  \tag{2.9b}\\
\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top} \boldsymbol{\kappa}+\mathbf{A}^{[3]}(\mathbf{x}) \mathbf{v} & =\mathbf{0}  \tag{2.9c}\\
\mathbf{M}^{[4]}(\mathbf{x}) \dot{\mathbf{u}}+\mathbf{A}^{[4]}(\mathbf{x}) \mathbf{u} & =\mathbf{f}(\mathbf{x}, \mathbf{u}, \mathbf{v}) \tag{2.9d}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{f}(\mathbf{x}, \mathbf{u}, \mathbf{v})=\binom{\mathbf{f}_{1}(\mathbf{x}, \mathbf{n}, \mathbf{v})}{\mathbf{f}_{2}(\mathbf{x}, \mathbf{n}, \mathbf{v}, \mathbf{H})} \in \mathbb{R}^{3 N+N} . \tag{2.10}
\end{equation*}
$$

Similarly, equation (2.4) can be written as

$$
\begin{equation*}
\mathbf{D}(\mathbf{x}, \mathbf{n}) \mathbf{v}=-\mathbf{A}(\mathbf{x}) \mathbf{H}+\rho(\mathbf{x}, \mathbf{n}, \mathbf{v}) \tag{2.11}
\end{equation*}
$$

The equations in (2.9) can be used for computation, while equation (2.11) is only used in the error analysis. In the sequel, the superscript in the mass and stiffness matrices will be omitted.

Similarly, by using the following notation introduced in [41]:

$$
\mathbf{u}=\binom{\mathbf{H}}{\mathbf{n}} \in \mathbb{R}^{4 N}, \quad \mathbf{w}=\binom{\mathbf{V}}{\mathbf{z}} \in \mathbb{R}^{4 N},
$$

the evolving surface FEM in (2.5) for Willmore flow can be written into the following matrix-vector form:

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{v}  \tag{2.12a}\\
\mathbf{B}(\mathbf{x}, \mathbf{n}) \mathbf{v} & =\mathbf{M}(\mathbf{x}) \mathbf{V}  \tag{2.12b}\\
\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top} \boldsymbol{\kappa}+\mathbf{A}^{[3]}(\mathbf{x}) \mathbf{v} & =\mathbf{0}  \tag{2.12c}\\
\mathbf{M}^{[4]}(\mathbf{x}) \dot{\mathbf{u}}-\mathbf{A}^{[4]}(\mathbf{x}) \mathbf{w} & =\mathbf{F}(\mathbf{x}, \mathbf{u}) \mathbf{w}+\mathbf{f}^{\mathrm{W}}(\mathbf{x}, \mathbf{u}, \mathbf{v}),  \tag{2.12d}\\
\mathbf{M}^{[4]}(\mathbf{x}) \mathbf{w}+\mathbf{A}^{[4]}(\mathbf{x}) \mathbf{u} & =\mathbf{g}(\mathbf{x}, \mathbf{u}), \tag{2.13}
\end{align*}
$$

where $\mathbf{F}(\mathbf{x}, \mathbf{u}) \mathbf{w}, \mathbf{f}^{\mathrm{W}}(\mathbf{x}, \mathbf{u}, \mathbf{v})$ and $\mathbf{g}(\mathbf{x}, \mathbf{u})$ are some nonlinear functions of $\mathbf{x}$ and $\mathbf{u}$ associated to the right-hand side of (2.5). Compared with the matrix-vector formulation in [41, equation (3.5)], the only difference in (2.12d)-(2.13) is an additional dependence on velocity of $\mathbf{f}^{W}$. Similarly as [41], (2.13) is further modified as

$$
\begin{equation*}
\mathbf{M}^{[4]}(\mathbf{x}) \mathbf{w}+\mathbf{A}^{[4]}(\mathbf{x}) \mathbf{u}=\mathbf{g}(\mathbf{x}, \mathbf{u})+\boldsymbol{\vartheta} \tag{2.12e}
\end{equation*}
$$

with

$$
\boldsymbol{\vartheta}=\mathbf{M}^{[4]}\left(\mathbf{x}^{0}\right)\left(\overline{\mathbf{w}}^{*}(0)-\overline{\mathbf{w}}(0)\right),
$$

so that the initial value becomes $\mathbf{w}(0)=\overline{\mathbf{w}}^{*}(0)$, where $\overline{\mathbf{w}}(0)$ is the vector obtained from (2.13) at time $t=0$, and $\overline{\mathbf{w}}^{*}(0)$ denotes the vector which consists of the values of the exact solution $w(0)=(V(0), z(0))^{\top}$ at the nodes.

### 2.4 Lifts

In order to compare the numerical solution defined on the approximate surface $\Gamma_{h}[\mathbf{x}]$ with the solution defined on the exact surface $\Gamma[X(\cdot, t)]$, we need to lift a function from $\Gamma_{h}[\mathbf{x}]$ to $\Gamma[X(\cdot, t)]$.

Let $\mathbf{x}^{*}(t)$ be the nodes on the exact surface $\Gamma[X(\cdot, t)]$ as the image of $\mathbf{x}^{0}$ under the flow map. From [42, Lemma 7.1] or [23, (2.15)-(2.16)] we know that,
there exists a sufficiently small $h_{0}>0$ such that for $h \leq h_{0}$ and $t \in[0, T]$, any point $x \in \Gamma_{h}\left[\mathbf{x}^{*}(t)\right]$ can be lifted to $\Gamma[X(\cdot, t)]$ as $x^{\ell}$. This lift operator from $x \in \Gamma_{h}\left[\mathbf{x}^{*}(t)\right]$ to $x^{\ell} \in \Gamma[X(\cdot, t)]$ is one-to-one and onto. Correspondingly, any function $w$ on $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ can be lifted to a function $w^{\ell}$ on $\Gamma$, defined as follows:

$$
w^{\ell}\left(x^{\ell}\right)=w(x) \quad \forall x \in \Gamma_{h}\left[\mathbf{x}^{*}(t)\right] .
$$

Moreover, there exists a constant $C>0$ such that the following estimates hold uniformly for $h$ and $t$,

$$
\begin{align*}
C^{-1}\left\|\varphi_{h}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} & \leq\left\|\varphi_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])} \leq C\left\|\varphi_{h}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}  \tag{2.14}\\
C^{-1}\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \varphi_{h}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} & \leq\left\|\nabla_{\Gamma[X]} \varphi_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])} \leq C\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \varphi_{h}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
\end{align*}
$$

for all $\varphi_{h} \in L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)$ and $\varphi_{h} \in H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)$. For any given finite element function $w_{h} \in S_{h}[\mathbf{x}]$ on the approximate surface $\Gamma_{h}[\mathbf{x}]$, we denote its nodal vector by $\mathbf{w}$, which collects all the values of $w_{h}$ at the nodes of $\Gamma_{h}[\mathbf{x}]$. The finite element function on the interpolated surface $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ with the same nodal vector $\mathbf{w}$ is denoted by $\hat{w}_{h}$. The function $\hat{w}_{h}$ can be further lifted to $\Gamma[X]$ as $\left(\hat{w}_{h}\right)^{\ell}$. The lift from $S_{h}[\mathbf{x}]$ to $\Gamma[X]$ is denoted by $w_{h}^{L}=\left(\hat{w}_{h}\right)^{\ell}$.

### 2.5 Convergence of the method

The main theoretical results in this article are the following two theorems.
Theorem 2.1 Suppose that the exact solution $(X, v, \kappa, n, H)$ of the mean curvature flow (1.9) is sufficiently smooth for $t \in[0, T]$, and the flow map $X(\cdot, t)$ : $\Gamma^{0} \rightarrow \Gamma(t)$ is a diffeomorphism for $t \in[0, T]$. Then there exists a constant $h_{0}>0$ such that for all initial triangular partition with mesh size $h \leq h_{0}$, the solutions to the evolving surface FEM in (2.2) with finite elements degree $k \geqslant 2$ satisfy the following error bounds,

$$
\begin{array}{ll}
\left\|X_{h}^{\ell}(\cdot, t)-X(\cdot, t)\right\|_{H^{1}\left(\Gamma^{0}\right)^{3}} \leq C h^{k}, & \left\|v_{h}^{L}(\cdot, t)-v(\cdot, t)\right\|_{H^{1}(\Gamma(t))^{3}} \leq C h^{k}, \\
\left\|H_{h}^{L}(\cdot, t)-H(\cdot, t)\right\|_{H^{1}(\Gamma(t))} \leq C h^{k}, & \left\|n_{h}^{L}(\cdot, t)-n(\cdot, t)\right\|_{H^{1}(\Gamma(t))^{3}} \leq C h^{k},
\end{array}
$$

where the constant $C$ is independent of $h$ and $t \in[0, T]$, but may depend on $T$.

Sufficient regularity assumptions are the following: we assume with bounds that are uniform in time, $X(\cdot, t) \in H^{k+1}\left(\Gamma^{0}\right), v(\cdot, t) \in H^{k+1}(\Gamma(X(\cdot, t)))^{3}$ and for $u=(n, H)$, we require $u(\cdot, t), \partial^{\bullet} u(\cdot, t) \in W^{k+1, \infty}(\Gamma(X(\cdot, t)))^{4}$.

Theorem 2.2 Suppose that the exact solution $(X, v, \kappa, V, H, n, z)$ of the Willmore flow (1.11) is sufficiently smooth for $t \in[0, T]$, and the flow map $X(\cdot, t)$ : $\Gamma^{0} \rightarrow \Gamma(t)$ is a diffeomorphism for $t \in[0, T]$. Then there exists a constant $h_{0}>0$ such that for all initial triangular partition with mesh size $h \leq h_{0}$, the
solutions to the modified evolving surface FEM in (2.12) with finite elements degree $k \geqslant 2$ satisfy the following error bounds,

$$
\begin{array}{ll}
\left\|X_{h}^{\ell}(\cdot, t)-X(\cdot, t)\right\|_{H^{1}\left(\Gamma^{0}\right)^{3}} \leq C h^{k}, & \left\|v_{h}^{L}(\cdot, t)-v(\cdot, t)\right\|_{H^{1}(\Gamma(t))^{3}} \leq C h^{k} \\
\left\|V_{h}^{L}(\cdot, t)-V(\cdot, t)\right\|_{H^{1}(\Gamma(t))} \leq C h^{k}, & \left\|H_{h}^{L}(\cdot, t)-H(\cdot, t)\right\|_{H^{1}(\Gamma(t))} \leq C h^{k}, \\
\left\|n_{h}^{L}(\cdot, t)-n(\cdot, t)\right\|_{H^{1}(\Gamma(t))^{3}} \leq C h^{k}, & \left\|z_{h}^{L}(\cdot, t)-z(\cdot, t)\right\|_{H^{1}(\Gamma(t))^{3}} \leq C h^{k},
\end{array}
$$

where the constant $C$ is independent of $h$ and $t \in[0, T]$, but may depend on $T$.

Sufficient regularity assumptions are the following: we assume, with bounds that are uniform in time, $X(\cdot, t) \in H^{k+1}\left(\Gamma^{0}\right), v(\cdot, t) \in H^{k+1}(\Gamma(X(\cdot, t)))^{3}$ and for $u=(n, H)$, we have $u(\cdot, t), \partial^{\bullet} u(\cdot, t), \partial^{(2)} u \in W^{k+1, \infty}(\Gamma(X(\cdot, t)))^{4}$ for $w=(V, z)$, we have $w, \partial^{\bullet} w \in W^{k+1, \infty}(\Gamma(X(\cdot, t)))^{4}$.

The rest of this article is devoted to the proof of Theorems 2.1 and 2.2.

## 3 Proof of Theorem 2.1

### 3.1 Error equations and defects

Let $X_{h}^{*}(\cdot, t)$ be the Lagrange interpolation of $X(\cdot, t)$ onto the approximate initial surface $\Gamma_{h}\left[\mathbf{x}^{0}\right]$, and let $\mathbf{x}^{*}(t)$ be the nodal vector associated to the finite element function $X_{h}^{*}(\cdot, t)$, i.e., the vector which collects the values of $X_{h}^{*}(\cdot, t)$ at the nodes on $\Gamma_{h}\left[\mathbf{x}^{0}\right]$. Then $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ is the interpolated surface which interpolates the exact surface $\Gamma[X(\cdot, t)]$ at the nodes. Let $\kappa^{*}$ be the nodal vector associated to the Lagrange interpolation $\kappa_{h}^{*} \in S_{h}\left[\mathbf{x}^{*}\right]$ of the exact solution $\kappa$ on the surface $\Gamma[X(\cdot, t)]$.

Let $u_{h}^{*} \in S_{h}\left[\mathbf{x}^{*}\right]^{4}$ and $v_{h}^{*} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$ be the Ritz projections of $u$ and $v$, respectively, defined by

$$
\begin{align*}
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} u_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \varphi_{h}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} u_{h}^{*} \cdot \varphi_{h} \\
& =\int_{\Gamma[X]} \nabla_{\Gamma[X]} u \cdot \nabla_{\Gamma[X]} \varphi_{h}^{\ell}+\int_{\Gamma[X]} u \cdot \varphi_{h}^{\ell},  \tag{3.1}\\
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \psi_{h}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}^{*} \cdot \psi_{h} \\
& \quad=\int_{\Gamma[X]} \nabla_{\Gamma[X]} v \cdot \nabla_{\Gamma[X]} \psi_{h}^{\ell}+\int_{\Gamma[X]} v \cdot \psi_{h}^{\ell}, \tag{3.2}
\end{align*}
$$

for any $\varphi_{h} \in S_{h}\left[\mathbf{x}^{*}\right]^{4}$ and $\psi_{h} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$, and let $\mathbf{u}^{*}$ and $\mathbf{v}^{*}$ be the nodal vectors associated to the finite element functions $u_{h}^{*}$ and $v_{h}^{*}$. It is known that the Ritz projection has the same order of accuracy as the interpolation, but has an advantage for error analysis by cancelling a critical term in the defects; see $[39,40]$.

Theorem 3.1 ([39, Theorem 6.3]) If $u \in H^{k+1}(\Gamma(t))^{m}$ for $t \in[0, T]$, with $m \geqslant 1$, then there exists a sufficiently small $h_{0}>0$ such that for all $h \leq h_{0}$ the following estimate holds:

$$
\begin{equation*}
\left\|u_{h}^{*, \ell}-u\right\|_{L^{2}(\Gamma(t))}+h\left\|u_{h}^{*, \ell}-u\right\|_{H^{1}(\Gamma(t))} \leq C h^{k+1}\|u\|_{H^{k+1}(\Gamma(t))}, \tag{3.3}
\end{equation*}
$$

where $u_{h}^{*, \ell}$ is the lift of $u_{h}^{*}$ onto the exact surface $\Gamma(t)=\Gamma[(X(\cdot, t)]$.
Remark 3.1 The maximum-norm error bound of Ritz projection can be obtained by using Theorem 3.1 and an inverse inequality as follows. Combining (3.3) and the interpolation error bound in [23, Proposition 2.7] by the triangle inequality, we obtain

$$
\left\|u_{h}^{*, \ell}-\left(I_{h} u\right)^{\ell}\right\|_{L^{2}(\Gamma(t))} \leq C h^{k+1}
$$

where $I_{h}: C(\Gamma[X(\cdot, t)]) \rightarrow \Gamma_{h}\left[\mathbf{x}^{*}\right]$ denotes the Lagrange interpolation operator (the pullback of $I_{h} u$ from a curved triangle on $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ to the reference triangle is a polynomial of degree $k$ ). By using the equivalence relation in (2.14), we obtain

$$
\left\|u_{h}^{*}-I_{h} u\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{k+1}
$$

Applying the inverse inequality yields

$$
\begin{equation*}
\left\|u_{h}^{*}-I_{h} u\right\|_{W_{h}^{k, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C, \tag{3.4}
\end{equation*}
$$

which leads to the boundedness of $\left\|u_{h}^{*}\right\|_{W_{h}^{k, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$. By using the inverse inequality and triangle inequality, one can derive the following $L^{\infty}$ bound of the Ritz projection error:

$$
\begin{align*}
\left\|u_{h}^{*, \ell}-u\right\|_{L^{\infty}(\Gamma(t))} & \leq C h^{-1}\left\|u_{h}^{*, \ell}-\left(I_{h} u\right)^{\ell}\right\|_{L^{2}(\Gamma(t))}+\left\|u-\left(I_{h} u\right)^{\ell}\right\|_{L^{\infty}(\Gamma(t))} \\
& \leq C h^{k} . \tag{3.5}
\end{align*}
$$

The defects are defined by plugging the functions $X_{h}^{*}, v_{h}^{*}, \kappa_{h}^{*}$ and $u_{h}^{*}$ into (2.2). In particular, we define the defects $d_{v} \in S_{h}\left[\mathbf{x}^{*}\right], d_{\kappa} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$ and $d_{u} \in$ $S_{h}\left[\mathbf{x}^{*}\right]^{4}$ as the finite element functions which satisfy the following relations:

$$
\begin{align*}
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(v_{h}^{*} \cdot n_{h}^{*}\right) \chi_{\kappa}=-\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} H_{h}^{*} \chi_{\kappa}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} d_{v} \chi_{\kappa},  \tag{3.6}\\
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \kappa_{h}^{*} n_{h}^{*} \cdot \chi_{v}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{v}=\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} d_{\kappa} \chi_{v}, \tag{3.7}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \partial_{t, h}^{\bullet} u_{h}^{*} \cdot \chi_{u}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} u_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{u} \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} n_{h}^{*}\right|^{2} u_{h}^{*}+v_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} u_{h}^{*}\right) \chi_{u}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} d_{u} \chi_{u} \tag{3.8}
\end{align*}
$$

The matrix-vector formulation of (3.6)-(3.8) can be written as

$$
\begin{align*}
\dot{\mathbf{x}}^{*} & =\mathbf{v}^{*}  \tag{3.9a}\\
\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{v}^{*} & =-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{H}^{*}+\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{v}}  \tag{3.9b}\\
\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top} \boldsymbol{\kappa}^{*}+\mathbf{A}\left(\mathbf{x}^{*}\right) \mathbf{v}^{*} & =\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\boldsymbol{\kappa}}  \tag{3.9c}\\
\mathbf{M}\left(\mathbf{x}^{*}\right) \dot{\mathbf{u}}^{*}+\mathbf{A}\left(\mathbf{x}^{*}\right) \mathbf{u}^{*} & =\mathbf{f}\left(\mathbf{x}^{*}, \mathbf{u}^{*}, \mathbf{v}^{*}\right)+\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{u}} . \tag{3.9d}
\end{align*}
$$

Then, subtracting (3.9) from (2.9), we obtain the following equations for the error functions $\mathbf{e}_{\mathbf{x}}=\mathbf{x}-\mathbf{x}^{*}, \mathbf{e}_{\mathbf{v}}=\mathbf{v}-\mathbf{v}^{*}, \mathbf{e}_{\boldsymbol{\kappa}}=\boldsymbol{\kappa}-\boldsymbol{\kappa}^{*}$ and $\mathbf{e}_{\mathbf{u}}=\mathbf{u}-\mathbf{u}^{*}$ :

$$
\begin{align*}
\dot{\mathbf{e}}_{\mathbf{x}}= & \mathbf{e}_{\mathbf{v}},  \tag{3.10a}\\
\mathbf{B}\left(\mathrm{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}= & \left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{B}(\mathbf{x}, \mathbf{n})\right) \mathbf{v} \\
& -\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{e}_{\mathbf{H}}+\left(\mathbf{M}\left(\mathbf{x}^{*}\right)-\mathbf{M}(\mathbf{x})\right) \mathbf{H}-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{v}} \tag{3.10b}
\end{align*}
$$

$$
\begin{align*}
\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top} \mathbf{e}_{\boldsymbol{\kappa}}+\mathbf{A}\left(\mathbf{x}^{*}\right) \mathbf{e}_{\mathbf{v}}= & \left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top}-\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top}\right) \boldsymbol{\kappa} \\
& +\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{v}-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\boldsymbol{\kappa}},  \tag{3.10c}\\
\mathbf{M}(\mathbf{x}) \dot{\mathbf{e}}_{\mathbf{u}}+\mathbf{A}(\mathbf{x}) \mathbf{e}_{\mathbf{u}}= & -\left(\mathbf{M}(\mathbf{x})-\mathbf{M}\left(\mathbf{x}^{*}\right)\right) \dot{\mathbf{u}}^{*}-\left(\mathbf{A}(\mathbf{x})-\mathbf{A}\left(\mathbf{x}^{*}\right)\right) \mathbf{u}^{*} \\
& +\left(\mathbf{f}(\mathbf{x}, \mathbf{u}, \mathbf{v})-\mathbf{f}\left(\mathbf{x}^{*}, \mathbf{u}^{*}, \mathbf{v}^{*}\right)\right)-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{u}} . \tag{3.10d}
\end{align*}
$$

Similarly, the error equation corresponding to (2.11) is given by

$$
\begin{align*}
\mathbf{D}\left(\mathrm{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}= & \left(\mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{D}(\mathbf{x}, \mathbf{n})\right) \mathbf{v}-\mathbf{A}\left(\mathrm{x}^{*}\right) \mathbf{e}_{\mathbf{H}}+\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{H} \\
& -\left(\boldsymbol{\rho}\left(\mathbf{x}^{*}, \mathbf{n}^{*}, \mathbf{v}^{*}\right)-\boldsymbol{\rho}(\mathbf{x}, \mathbf{n}, \mathbf{v})+\mathbf{M}\left(\mathbf{x}^{*}\right) \widetilde{\mathbf{d}}_{\mathbf{v}}\right) \tag{3.11}
\end{align*}
$$

where $\widetilde{\mathbf{d}}_{\mathbf{v}}$ is the nodal vector associated to the finite element function $\tilde{d}_{v} \in$ $S_{h}\left[\mathbf{x}^{*}\right]$, which is defined by substituting $v_{h}^{*}, n_{h}^{*}$ and $\mathbf{x}^{*}$ into (2.4), i.e.,

$$
\begin{align*}
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(v_{h}^{*} \cdot n_{h}^{*}\right) \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{\kappa} \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left[v_{h}^{*} \cdot n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(v_{h}^{*} \cdot n_{h}^{*}\right)\right] \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{\kappa} \\
& \quad-\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} H_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{\kappa}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \tilde{d}_{v} \chi_{\kappa} . \tag{3.12}
\end{align*}
$$

### 3.2 Estimates for the bilinear forms

With the help of the mass matrix and stiffness matrix defined in Section 2.3, we can represent the $L^{2}$ and $H^{1}$ norms of a scalar function $H_{h} \in S_{h}[\mathbf{x}]$ by vector norms of the corresponding nodal vector $\mathbf{H}$, i.e.,

$$
\begin{aligned}
\|\mathbf{H}\|_{\mathbf{M}(\mathbf{x})}^{2} & =\mathbf{H}^{\top} \mathbf{M}(\mathbf{x}) \mathbf{H}=\left\|H_{h}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}^{2}, \\
\|\mathbf{H}\|_{\mathbf{A}(\mathbf{x})}^{2} & =\mathbf{H}^{\top} \mathbf{A}(\mathbf{x}) \mathbf{H}=\left\|\nabla_{\Gamma_{h}[\mathbf{x}]} H_{h}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}^{2}, \\
\|\mathbf{H}\|_{\mathbf{K}(\mathbf{x})}^{2} & =\mathbf{H}^{\top} \mathbf{K}(\mathbf{x}) \mathbf{H}=\left\|H_{h}\right\|_{H^{1}\left(\Gamma_{h}[\mathbf{x}]\right)}^{2},
\end{aligned}
$$

where $\mathbf{K}(\mathbf{x})=\mathbf{M}(\mathbf{x})+\mathbf{A}(\mathbf{x})$. To measure the defect function $\tilde{d}_{v} \in S_{h}\left[\mathbf{x}^{*}\right]$, we need to use the discrete $H^{-1}$ norm defined as follows (cf. [42]):

$$
\left\|\tilde{d}_{v}\right\|_{H_{h}^{-1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}=\sup _{0 \neq \varphi_{h} \in S_{h}\left[\mathbf{x}^{*}\right]} \frac{\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \tilde{d}_{v} \cdot \varphi_{h}}{\left\|\varphi_{h}\right\|_{H^{1}\left(\Gamma\left[\mathbf{x}^{*}\right]\right)}}
$$

which can also be expressed in terms of the nodal vector $\widetilde{\mathbf{d}}_{\mathbf{v}}$ as

$$
\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}:=\tilde{\mathbf{d}}_{\mathbf{v}}^{\top} \mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{K}\left(\mathbf{x}^{*}\right)^{-1} \mathbf{M}\left(\mathbf{x}^{*}\right) \widetilde{\mathbf{d}}_{\mathbf{v}}
$$

In previous articles [40,42], some technical results concerning the norm equivalence of $\|\cdot\|_{\mathbf{M}}$ and $\|\cdot\|_{\mathbf{A}}$ on different finite element surfaces were discussed. In this section, we extend those results to two matrices depending on the normal vectors, i.e, $\mathbf{B}(\mathbf{x}, \mathbf{n})$ and $\mathbf{D}(\mathbf{x}, \mathbf{n})$.

For $\mathbf{e}_{\mathbf{x}}=\mathbf{x}-\mathbf{x}^{*}$, we consider the following intermediate surfaces between $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ and $\Gamma_{h}[\mathbf{x}]:$

$$
\begin{equation*}
\Gamma_{h}^{\theta}=\Gamma_{h}\left[\mathbf{x}^{*}+\theta \mathbf{e}_{\mathbf{x}}\right], \quad \theta \in[0,1] \tag{3.13}
\end{equation*}
$$

The finite element functions on the intermediate surface $\Gamma_{h}^{\theta}$ with nodal vectors $\mathbf{e}_{\mathbf{x}}, \mathbf{e}_{\mathbf{n}}, \mathbf{z}$ and $\mathbf{w}$ are denoted by $e_{x}^{\theta}, e_{n}^{\theta}, z_{h}^{\theta}$ and $w_{h}^{\theta}$, respectively. Let $n_{h}^{*, \theta}$ be the finite element function on $\Gamma_{h}^{\theta}$ associated to the nodal vector $\mathbf{n}^{*}$, and define

$$
n_{h}^{\theta}=n_{h}^{*, \theta}+\theta e_{n}^{\theta} \in S_{h}\left[\mathbf{x}^{*}+\theta \mathbf{e}_{\mathbf{x}}\right],
$$

which connects the Ritz projection $n_{h}^{0}=n_{h}^{*} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$ to the numerical solution $n_{h}^{1}=n_{h} \in S_{h}[\mathbf{x}]^{3}$. Similarly, we define $v_{h}^{\theta}=v_{h}^{*, \theta}+\theta e_{v}^{\theta}$.

Lemma 3.1 The following identities hold:

$$
\begin{align*}
& \left(\mathbf{M}(\mathbf{x})-\mathbf{M}\left(\mathbf{x}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w}=\int_{0}^{1} \int_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right) z_{h}^{\theta},  \tag{3.14}\\
& \left(\mathbf{A}(\mathbf{x})-\mathbf{A}\left(\mathbf{x}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w}=\int_{0}^{1} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \cdot\left(D_{\Gamma_{h}^{\theta}}^{\theta} e_{x}^{\theta}\right) \nabla_{\Gamma_{h}^{\theta}} z_{h}^{\theta},  \tag{3.15}\\
& \left(\mathbf{B}(\mathbf{x}, \mathbf{n})-\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w}=\int_{0}^{1} \int_{\Gamma_{h}^{\theta}} z_{h}^{\theta} \cdot e_{n}^{\theta} w_{h}^{\theta}+z_{h}^{\theta} \cdot\left(n_{h}^{*, \theta}+\theta e_{n}^{\theta}\right) w_{h}^{\theta} \nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}, \tag{3.16}
\end{align*}
$$

$$
\begin{align*}
& \left(\mathbf{D}(\mathbf{x}, \mathbf{n})-\mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w} \\
& =\int_{0}^{1} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot e_{n}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}+D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta},  \tag{3.17}\\
& \left(\boldsymbol{\rho}(\mathbf{x}, \mathbf{n}, \mathbf{v})-\boldsymbol{\rho}\left(\mathbf{x}^{*}, \mathbf{n}^{*}, \mathbf{v}^{*}\right)\right) \cdot \mathbf{w} \\
& =\int_{0}^{1} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left[e_{v}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(e_{v}^{\theta} \cdot n_{h}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
& \quad \quad \quad \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left[v_{h}^{\theta} \cdot e_{n}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot e_{n}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
& \quad \quad-\int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}} P_{\Gamma_{h}^{\theta}}\left[\left(v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right)\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
& \quad \quad+\int_{\Gamma_{h}^{\theta}} D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \nabla_{\Gamma_{h}^{\theta}}\left[v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}, \tag{3.18}
\end{align*}
$$

where $D_{\Gamma_{h}^{\theta}} e_{x}^{\theta}=\operatorname{tr}\left(E^{\theta}\right) I_{3}-\left(E^{\theta}+\left(E^{\theta}\right)^{\top}\right)$ and $E^{\theta}=\nabla_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \in \mathbb{R}^{3 \times 3}$.
Proof Identities (3.14)-(3.15) have been proved in [40, Lemma 7.1]. Hence, we focus on the proof of (3.16)-(3.17). By using the intermediate surfaces $\Gamma_{h}^{\theta}$ defined in (3.13), we have

$$
\left(\mathbf{B}(\mathbf{x}, \mathbf{n})-\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w}=\left.\int_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) w_{h}^{\theta}\right|_{\theta=0} ^{\theta=1}=\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} \theta} \int_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) w_{h}^{\theta} \mathrm{d} \theta .
$$

By using the Leibniz rule of differentiation, see [32, Lemma 3.1] and the transport property of $w_{h}^{\theta}, z_{h}^{\theta}$ and $n_{h}^{*, \theta}$, we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) w_{h}^{\theta}= & \int_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \partial_{\theta}^{\boldsymbol{\theta}} w_{h}^{\theta}+\int_{\Gamma_{h}^{\theta}} \partial_{\theta}^{\bullet}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) w_{h}^{\theta} \\
& +\int_{\Gamma_{h}^{\theta}}\left[\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) w_{h}^{\theta}\right] \nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta} \\
= & \int_{\Gamma_{h}^{\theta}} z_{h}^{\theta} \cdot e_{n}^{\theta} w_{h}^{\theta}+\int_{\Gamma_{h}^{\theta}} z_{h}^{\theta} \cdot\left(n_{h}^{*, \theta}+\theta e_{n}^{\theta}\right) w_{h}^{\theta} \nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta} .
\end{aligned}
$$

This proves (3.16). Similarly,

$$
\begin{aligned}
\left(\mathbf{D}(\mathbf{x}, \mathbf{n})-\mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w} & =\left.\int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\right|_{\theta=0} ^{\theta=1} \\
& =\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} \theta} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \mathrm{d} \theta
\end{aligned}
$$

where the integrand satisfies

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
& =\int_{\Gamma_{h}^{\theta}} \partial_{\theta}^{\bullet} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}+\nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \partial_{\theta}^{\bullet} \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
& \quad+\nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta} .
\end{aligned}
$$

To interchange the material derivative and the surface gradient, we use the following formula, see [32, Lemma 2.6]:

$$
\begin{align*}
& \partial_{\theta}^{\bullet} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \\
& =\nabla_{\Gamma_{h}^{\theta}} \partial_{\theta}^{\bullet}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right)-\left(\nabla_{\Gamma_{h}^{\theta}} v_{\Gamma_{h}^{\theta}}-n_{\Gamma_{h}^{\theta}}\left(n_{\Gamma_{h}^{\theta}}\right)^{\top}\left(\nabla_{\Gamma_{h}^{\theta}} v_{\Gamma_{h}^{\theta}}\right)^{\top}\right) \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right), \tag{3.19}
\end{align*}
$$

where $v_{\Gamma_{h}^{\theta}}$ and $n_{\Gamma_{h}^{\theta}}$ denote the velocity (as $\theta$ changes) and normal vector of the intermediate surface $\Gamma_{h}^{\theta}$. Since $\Gamma_{h}^{\theta}$ moves with velocity $e_{x}^{\theta}$ as $\theta$ increases, it follows that $v_{\Gamma_{h}^{\theta}}=e_{x}^{\theta}$ and therefore

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} \theta} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
& =\int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot e_{n}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}+D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} .
\end{aligned}
$$

This proves (3.17).
The proof of (3.18) is similar. By using (3.17), we have

$$
\begin{align*}
&\left(\boldsymbol{\rho}(\mathbf{x}, \mathbf{n}, \mathbf{v})-\boldsymbol{\rho}\left(\mathbf{x}^{*}, \mathbf{n}^{*}, \mathbf{v}^{*}\right)\right) \cdot \mathbf{w} \\
&= \int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} \theta} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left[v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
&= \int_{0}^{1} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left[e_{v}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(e_{v}^{\theta} \cdot n_{h}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
&+\int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left[v_{h}^{\theta} \cdot e_{n}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot e_{n}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
&+\int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left[P_{\Gamma_{h}^{\theta}} \partial_{\theta}^{\bullet}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)-\partial_{\theta}^{\bullet} P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
&+\int_{\Gamma_{h}^{\theta}} D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \nabla_{\Gamma_{h}^{\theta}}\left[v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right] \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}, \tag{3.20}
\end{align*}
$$

where the term $\partial_{\theta}^{\bullet} P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)$ can be more explicitly expressed by differentiating the following identity for the $L^{2}$ projection:

$$
\int_{\Gamma_{h}^{\theta}} P_{\Gamma_{h}^{\theta}} z^{\theta} w_{h}^{\theta}=\int_{\Gamma_{h}^{\theta}} z^{\theta} w_{h}^{\theta},
$$

which implies that

$$
\int_{\Gamma_{h}^{\theta}} \partial_{\theta}^{\bullet}\left(P_{\Gamma_{h}^{\theta}} z^{\theta}\right) w_{h}^{\theta}=\int_{\Gamma_{h}^{\theta}} \partial_{\theta}^{\bullet} z^{\theta} w_{h}^{\theta}+\int_{\Gamma_{h}^{\theta}}\left(z^{\theta}-P_{\Gamma_{h}^{\theta}} z^{\theta}\right) w_{h}^{\theta}\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right),
$$

and therefore

$$
\begin{equation*}
\partial_{\theta}^{\bullet}\left(P_{\Gamma_{h}^{\theta}} z^{\theta}\right)=P_{\Gamma_{h}^{\theta}} \partial_{\theta}^{\bullet} z^{\theta}+P_{\Gamma_{h}^{\theta}}\left[\left(z^{\theta}-P_{\Gamma_{h}^{\theta}} z^{\theta}\right)\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right)\right] . \tag{3.21}
\end{equation*}
$$

Substituting (3.21) into (3.20) yields the desired result in (3.18).
The following result has been established in [42, Lemma 4.3] and [40, Lemma 7.2].
Lemma 3.2 Suppose that $\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} e_{x}^{0}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq 1 / 2$, then for $0 \leq \theta \leq 1$ and $1 \leq p \leq \infty$, $w_{h}^{\theta}$ on $\Gamma_{h}^{\theta}$ is bounded by

$$
\begin{align*}
& \left\|w_{h}^{\theta}\right\|_{L^{p}\left(\Gamma_{h}^{\theta}\right)} \leq c_{p}\left\|w_{h}^{0}\right\|_{L^{p}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}  \tag{3.22}\\
& \left\|\nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\right\|_{L^{p}\left(\Gamma_{h}^{\theta}\right)} \leq c_{p}\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} w_{h}^{0}\right\|_{L^{p}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \tag{3.23}
\end{align*}
$$

where $c_{p}$ is a constant independent of $\theta$ and $h$ and $c_{\infty}=2$.
Remark 3.2 If $\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} e_{x}^{0}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq 1 / 4$, we have $\left\|\nabla_{\Gamma_{h}^{\theta}} e_{x}^{\theta}\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)} \leq 1 / 2$ for any $\theta \in[0,1]$, and

The norms $\|\cdot\|_{\mathbf{M}\left(\mathbf{x}^{*}+\theta \mathbf{e}_{\mathbf{x}}\right)}$ are h-uniformly equivalent for $\theta \in[0,1]$,
The norms $\|\cdot\|_{\mathbf{A}\left(\mathbf{x}^{*}+\theta \mathbf{e}_{\mathbf{x}}\right)}$ are h-uniformly equivalent for $\theta \in[0,1]$.
Then, by Lemma 3.1 and (3.24), we obtain

$$
\begin{align*}
& \left(\mathbf{M}\left(\mathbf{x}^{*}\right)-\mathbf{M}(\mathbf{x})\right) \mathbf{z} \cdot \mathbf{w} \leq C\|\mathbf{w}\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|z_{h}^{0}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)},  \tag{3.25}\\
& \left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{z} \cdot \mathbf{w} \leq C\|\mathbf{w}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} z_{h}^{0}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)},  \tag{3.26}\\
& \left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{z} \cdot \mathbf{w} \leq C\left\|e_{x}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\|\mathbf{z}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\|\mathbf{w}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \tag{3.27}
\end{align*}
$$

Remark 3.3 The equivalence relations (3.22)-(3.23) are not limited to the space of finite element functions. Given three nodal vectors $\mathbf{w} \in \mathbb{R}^{N}$ and $\mathbf{z}, \chi \in \mathbb{R}^{3 N}$, the associated finite element functions are denoted as $w_{h}^{\theta} \in S_{h}^{\theta}=$ $S_{h}\left[\mathbf{x}^{*}+\theta \mathbf{e}_{\mathbf{x}}\right]$ and $z_{h}^{\theta}, \chi_{h}^{\theta} \in\left(S_{h}^{\theta}\right)^{3}$. Under the assumption of Remark 3.2, we have

$$
\begin{aligned}
& \left\|z_{h}^{\theta} \cdot \chi_{h}^{\theta}-w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}^{2}-\left\|z_{h}^{0} \cdot \chi_{h}^{0}-w_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} \\
& =\int_{0}^{\theta} \partial_{\tau}^{\bullet} \int_{\Gamma_{h}^{\tau}}\left(z_{h}^{\tau} \cdot u_{h}^{\tau}-w_{h}^{\tau}\right)^{2} \mathrm{~d} \tau \\
& =\int_{0}^{\theta} \int_{\Gamma_{h}^{\tau}}\left(z_{h}^{\tau} \cdot u_{h}^{\tau}-w_{h}^{\tau}\right)^{2} \nabla_{\Gamma_{h}^{\tau}} \cdot e_{x}^{\tau} \mathrm{d} \tau \\
& \leq C \int_{0}^{\theta}\left\|z_{h}^{\tau} \cdot u_{h}^{\tau}-w_{h}^{\tau}\right\|_{L^{2}\left(\Gamma_{h}^{\tau}\right)}^{2} .
\end{aligned}
$$

By Gronwall's inequality, we conclude that

$$
\begin{equation*}
\left\|z_{h}^{\theta} \cdot \chi_{h}^{\theta}-w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}^{2} \leq C\left\|z_{h}^{0} \cdot \chi_{h}^{0}-w_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} . \tag{3.28}
\end{equation*}
$$

An analogous inequality can also be obtained for the $H^{1}$ seminorm, i.e.,

$$
\begin{equation*}
\left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(z_{h}^{1} \cdot \chi_{h}^{1}-w_{h}^{1}\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}^{2} \leq C\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(z_{h}^{0} \cdot \chi_{h}^{0}-w_{h}^{0}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} . \tag{3.29}
\end{equation*}
$$

Furthermore, this equivalence also holds for the multiplication of more elements, such as

$$
\left\|\left(z_{h}^{1} \cdot \chi_{h}^{1}\right) w_{h}^{1}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}^{2} \leq C\left\|\left(z_{h}^{0} \cdot \chi_{h}^{0}\right) w_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2}
$$

By (3.16)-(3.17) and Lemma 3.2, we immediately obtain the following lemma.

Lemma 3.3 Assume that the following two conditions hold:
(A) $\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} e_{x}^{0}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq 1 / 4$.
(B) $z_{h}^{0}, n_{h}^{*, 0}, e_{n}^{0}, v_{h}^{*, 0}$ are bounded in $W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)$ (uniformly with respect to h).

Then the following inequalities hold for $\mathbf{z} \in \mathbb{R}^{3 N}$ and $\mathbf{w} \in \mathbb{R}^{N}$ :

$$
\begin{align*}
& \left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{B}(\mathbf{x}, \mathbf{n})\right) \mathbf{z} \cdot \mathbf{w} \leq C\left(\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\|\mathbf{w}\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)},  \tag{3.30}\\
& \left(\mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{D}(\mathbf{x}, \mathbf{n})\right) \mathbf{z} \cdot \mathbf{w} \leq C\left(\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\|\mathbf{w}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}  \tag{3.31}\\
& \left(\boldsymbol{\rho}(\mathbf{x}, \mathbf{n}, \mathbf{v})-\boldsymbol{\rho}\left(\mathbf{x}^{*}, \mathbf{n}^{*}, \mathbf{v}^{*}\right)\right) \cdot \mathbf{w} \\
& \leq C\left(h\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+h\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\|\mathbf{w}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} . \tag{3.32}
\end{align*}
$$

If Assumption (B) is changed to
(C) $\left\|n_{h}^{*, 0}\right\|_{W^{1, \infty}\left(\Gamma\left[\mathbf{x}^{*}\right]\right)}$ has a upper bound independent of $h$, and there exists $\alpha>0$ such that

$$
\max \left\{\left\|e_{x}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)},\left\|e_{n}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\right\} \leq h^{\alpha}
$$

then the following results hold:

$$
\begin{align*}
& \left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{B}(\mathbf{x}, \mathbf{n})\right) \mathbf{z} \cdot \mathbf{w} \leq C h^{\alpha}\|\mathbf{z}\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\|\mathbf{w}\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)},  \tag{3.33}\\
& \left(\mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{D}(\mathbf{x}, \mathbf{n})\right) \mathbf{z} \cdot \mathbf{w} \leq C h^{\alpha}\|\mathbf{z}\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\|\mathbf{w}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} . \tag{3.34}
\end{align*}
$$

Proof We first prove (3.33)-(3.34) under the assumptions (A) and (C). From (3.16) we see that

$$
\begin{aligned}
& \left(\mathbf{B}(\mathbf{x}, \mathbf{n})-\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w}=\int_{0}^{1} \int_{\Gamma_{h}^{\theta}} z_{h}^{\theta} \cdot e_{n}^{\theta} w_{h}^{\theta}+z_{h}^{\theta} \cdot\left(n_{h}^{*, \theta}+\theta e_{n}^{\theta}\right) w_{h}^{\theta} \nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta} \\
& \leq\left\|z_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|e_{n}^{\theta}\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)} \\
& \quad+\left\|z_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|\nabla_{\Gamma_{h}^{\theta}} e_{x}^{\theta}\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)}\left(\left\|n_{h}^{*, \theta}\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)}+\left\|e_{n}^{\theta}\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)}\right) \\
& \leq C h^{\alpha}\|\mathbf{z}\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\|\mathbf{w}\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} .
\end{aligned}
$$

Similarly, (3.17) implies that

$$
\begin{aligned}
& \left(\mathbf{D}(\mathbf{x}, \mathbf{n})-\mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)\right) \mathbf{z} \cdot \mathbf{w} \\
& =\int_{0}^{1} \int_{\Gamma_{h}^{\theta}} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot e_{n}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}+D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \nabla_{\Gamma_{h}^{\theta}}\left(z_{h}^{\theta} \cdot n_{h}^{\theta}\right) \cdot \nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta} \\
& \leq C h^{\alpha}\|\mathbf{z}\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\|\mathbf{w}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} .
\end{aligned}
$$

For (3.30)-(3.31) under conditions (A) and (B), the proof is similar and therefore omitted. For (3.32), we apply the Hölder inequality to the integrand of (3.18) and obtain

$$
\begin{align*}
& \left(\boldsymbol{\rho}(\mathrm{x}, \mathbf{n}, \mathbf{v})-\boldsymbol{\rho}\left(\mathrm{x}^{*}, \mathbf{n}^{*}, \mathbf{v}^{*}\right)\right) \cdot \mathbf{w} \\
& \leq \int_{0}^{1}\left\{\left\|\nabla_{\Gamma_{h}^{\theta}}\left[e_{v}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(e_{v}^{\theta} \cdot n_{h}^{\theta}\right)\right]\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|\nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\right.  \tag{3.35}\\
& +\left\|\nabla_{\Gamma_{h}^{\theta}}\left[e_{v}^{\theta} \cdot e_{n}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(e_{v}^{\theta} \cdot e_{n}^{\theta}\right)\right]\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|\nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}  \tag{3.36}\\
& +\left\|\nabla_{\Gamma_{h}^{\theta}}\left[e_{n}^{\theta} \cdot v_{h}^{*, \theta}-P_{\Gamma_{h}^{\theta}}\left(e_{n}^{\theta} \cdot v_{h}^{*, \theta}\right)\right]\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|\nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}  \tag{3.37}\\
& +C h^{-1}\left\|\left(v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right)\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right)\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|\nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}  \tag{3.38}\\
& \left.+C\left\|D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \nabla_{\Gamma_{h}^{\theta}}\left[v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right]\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\left\|\nabla_{\Gamma_{h}^{\theta}} w_{h}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}\right\} \mathrm{d} \theta . \tag{3.39}
\end{align*}
$$

By using (A.2), we obtain

$$
(3.35)+(3.36)+(3.37) \leq C h\left(\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\right)\|\mathbf{w}\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}
$$

where the boundedness of $n_{h}^{\theta}, e_{n}^{\theta}$ and $v_{h}^{*, \theta}$ are guaranteed by the norm equivalence (3.24) and condition (B). For (3.38), we have

$$
\begin{aligned}
& \left\|\left(v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right)\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right)\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \leq\left\|\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right)\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right)\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \quad+\left\|\left(e_{v}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(e_{v}^{\theta} \cdot n_{h}^{\theta}\right)\right)\left(\nabla_{\Gamma_{h}^{\theta}} \cdot e_{x}^{\theta}\right)\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \leq \\
& \quad C\left\|v_{h}^{*, \theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)}\left\|\nabla_{\Gamma_{h}^{\theta}} e_{x}^{\theta}\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \quad+C\left\|e_{v}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(e_{v}^{\theta} \cdot n_{h}^{\theta}\right)\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \leq
\end{aligned} C h\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+C h^{2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)},
$$

where the $L^{\infty}$ error of the first term in the last two line is analyzed by inserting a Lagrange interpolation and using [23, Proposition 2.7] and (A.4), i.e.,

$$
\begin{aligned}
& \left\|v_{h}^{*, \theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)} \\
& \leq\left\|v_{h}^{*, \theta} \cdot n_{h}^{\theta}-I_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)} \\
& \quad+h^{-1}\left\|I_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \leq\left\|v_{h}^{*, \theta} \cdot n_{h}^{\theta}-I_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)} \\
& \quad+h^{-1}\left\|v_{h}^{*, \theta} \cdot n_{h}^{\theta}-I_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \leq C h\left\|v_{h}^{*, 0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|n_{h}^{*, 0}+e_{n}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} .
\end{aligned}
$$

For (3.39), by inverse inequality and (A), we obtain

$$
\begin{aligned}
& \left\|D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \nabla_{\Gamma_{h}^{\theta}}\left[v_{h}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{\theta} \cdot n_{h}^{\theta}\right)\right]\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)} \\
& \leq \| \nabla_{\Gamma_{h}^{\theta}\left[v_{h}^{*, \theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(v_{h}^{*, \theta} \cdot n_{h}^{\theta}\right)\right]\left\|_{L^{\infty}\left(\Gamma_{h}^{\theta}\right)}\right\| D_{\Gamma_{h}^{\theta}} e_{x}^{\theta} \|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}}^{\quad+C\left\|\nabla_{\Gamma_{h}^{\theta}}\left[e_{v}^{\theta} \cdot n_{h}^{\theta}-P_{\Gamma_{h}^{\theta}}\left(e_{v}^{\theta} \cdot n_{h}^{\theta}\right)\right]\right\|_{L^{2}\left(\Gamma_{h}^{\theta}\right)}} \begin{array}{l}
\leq C\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+C h\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} .
\end{array} .
\end{aligned}
$$

Combining the above results, (3.32) is proved.
3.3 Poincaré inequality for vector fields on the interpolated surface

In this subsection, we prove a variant of the Poincaré inequality which controls the $L^{2}$ norm of a velocity vector field by the $L^{2}$ norm of its tangential gradient and normal component (without using the tangential component). The key ingredient is that the normal vector of a closed smooth surface cannot be a constant vector field.

Lemma 3.4 Under the assumptions of Theorem 2.1, there exist positive constants $h_{0}$ and $C$ (independent of $h$ and $t \in[0, T]$ ) such that the following inequality holds for $h \leq h_{0}$ :
$\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h}\right|^{2} \leq C\left(\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}\right|^{2}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h} \cdot n_{h}^{*}\right|^{2}\right) \quad \forall v_{h} \in H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)^{3}$,
where $n_{h}^{*} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$ is the interpolation of the exact normal vector $n$ defined on $\Gamma$.

Proof Let $h_{0}>0$ be the constant discussed in Section 2.4 to ensure the existence of lift mapping from the interpolated surface $\Gamma\left[\mathbf{x}^{*}\right]$ to the smooth surface $\Gamma$ for $h \leq h_{0}$ and $t \in[0, T]$. It suffices to prove the following result:

$$
\begin{equation*}
\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h}\right|^{2} \leq C\left(\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}\right|^{2}+\int_{\Gamma}\left|v_{h}^{\ell} \cdot n\right|^{2}\right) \quad \forall v_{h} \in H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)^{3}, \tag{3.40}
\end{equation*}
$$

where $v_{h}^{\ell}$ is the lift of $v_{h}$ onto the smooth surface $\Gamma$. If (3.40) holds then, by using the norm equivalence of lift in (2.14), we have

$$
\begin{aligned}
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h}\right|^{2} \\
& \leq C\left(\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}\right|^{2}+\int_{\Gamma}\left|v_{h}^{\ell} \cdot n_{h}^{*, \ell}\right|^{2}+\int_{\Gamma}\left|v_{h}^{\ell} \cdot\left(n-n_{h}^{*, \ell}\right)\right|^{2}\right) \\
& \leq C\left(\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}\right|^{2}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h} \cdot n_{h}^{*}\right|^{2}+\left\|n-n_{h}^{*, \ell}\right\|_{L^{\infty}(\Gamma)} \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h}\right|^{2}\right) \\
& \leq C\left(\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}\right|^{2}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h} \cdot n_{h}^{*}\right|^{2}\right)+C h \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|v_{h}\right|^{2} .
\end{aligned}
$$

For sufficiently small $h$ (adjust the constant $h_{0}$ and require $h \leq h_{0}$ ), the last term can be absorbed by the left-hand side. This proves the desired result of Lemma 3.4.

The proof of (3.40) is by contradiction. Suppose that (3.40) does not hold. Then there exists a sequence of interpolated surfaces $\Gamma_{m}^{*}=\Gamma_{h_{m}}\left[\mathbf{x}_{m}^{*}\left(t_{m}\right)\right]$ of $\Gamma\left(t_{m}\right)$ and functions $v_{m} \in H^{1}\left(\Gamma_{m}^{*}\right)^{3}$ such that

$$
\begin{align*}
& \int_{\Gamma_{m}^{*}}\left|v_{m}\right|^{2}=1,  \tag{3.41}\\
& \int_{\Gamma_{m}^{*}}\left|\nabla_{\Gamma_{m}^{*}} v_{m}\right|^{2}+\int_{\Gamma\left(t_{m}\right)}\left|v_{m}^{\ell} \cdot n_{m}\right|^{2} \leq \frac{1}{m} \tag{3.42}
\end{align*}
$$

where $n_{m}=n_{\Gamma\left(t_{m}\right)}$ is the unit exterior normal vector field on $\Gamma\left(t_{m}\right)$.
From the compactness of $[0, T]$, there exists a subsequence of $\left\{t_{m}\right\}$ with limit $t_{\infty}$, which is still denoted as $\left\{t_{m}\right\}$ for the simplicity of notation. Since $\Gamma(t)$ is smooth and compact, $\Gamma\left(t_{m}\right) \rightarrow \Gamma\left(t_{\infty}\right)$ uniformly. With the help of the flow mapping $X(\cdot, t)$, we introduce a diffeomorphism $f_{m}: \Gamma\left(t_{\infty}\right) \rightarrow \Gamma\left(t_{m}\right)$ by

$$
f_{m}\left(X\left(p, t_{\infty}\right)\right)=X\left(p, t_{m}\right), \quad \forall p \in \Gamma(0)
$$

By lifting $v_{m}$ from $\Gamma_{m}^{*}$ to $\Gamma\left(t_{m}\right)$ and then pulling it back to $\Gamma\left(t_{\infty}\right)$ by $f_{m}$, we conclude from (3.41)-(3.42) and (2.14) that there exist positive constants $C_{1}$, $C_{2}$ and $C_{3}$ such that

$$
\begin{align*}
& C_{1} \leq \int_{\Gamma\left(t_{\infty}\right)}\left|v_{m}^{\ell} \circ f_{m}\right|^{2} \leq C_{2},  \tag{3.43}\\
& \int_{\Gamma\left(t_{\infty}\right)}\left|\nabla_{\Gamma\left(t_{\infty}\right)}\left(v_{m}^{\ell} \circ f_{m}\right)\right|^{2}+\int_{\Gamma\left(t_{\infty}\right)}\left|\left(v_{m}^{\ell} \cdot n_{m}\right) \circ f_{m}\right|^{2} \leq \frac{C_{3}}{m} . \tag{3.44}
\end{align*}
$$

Thus, $v_{m}^{\ell} \circ f_{m}$ is bounded in $H^{1}\left(\Gamma\left(t_{\infty}\right)\right)^{3}$, which is compactly embedded into $L^{2}\left(\Gamma\left(t_{\infty}\right)\right)^{3}$. Therefore, there exists a subsequence convergent to $v_{\infty}$ in $L^{2}\left(\Gamma\left(t_{\infty}\right)\right)^{3}$, which is still denoted as $v_{m}^{\ell} \circ f_{m}$. Moreover, (3.43) implies that $\int_{\Gamma\left(t_{\infty}\right)}\left|v_{\infty}\right|^{2} \neq 0$. Since $\Gamma\left(t_{\infty}\right)$ is connected and

$$
\int_{\Gamma\left(t_{\infty}\right)}\left|\nabla_{\Gamma\left(t_{\infty}\right)}\left(v_{m}^{\ell} \circ f_{m}\right)\right|^{2} \rightarrow 0 \quad \text { as } \quad m \rightarrow \infty
$$

the function $v_{\infty}$ can only be a nonzero constant vector.
Since the flow map $X\left(\cdot, t_{m}\right)$ converges to $X\left(\cdot, t_{\infty}\right)$ uniformly together with its derivatives, it follows that

$$
\left\|n_{m} \circ f_{m}-n_{\infty}\right\|_{L^{\infty}\left(\Gamma\left(t_{\infty}\right)\right)} \rightarrow 0, \quad m \rightarrow \infty
$$

where $n_{\infty}$ is the unit exterior normal vector field on $\Gamma\left(t_{\infty}\right)$. From (3.44) we obtain

$$
\frac{1}{2} \int_{\Gamma\left(t_{\infty}\right)}\left|\left(v_{m}^{\ell} \circ f_{m}\right) \cdot n_{\infty}\right|^{2} \leq \frac{C_{3}}{m}+\int_{\Gamma\left(t_{\infty}\right)}\left|\left(v_{m}^{\ell} \circ f_{m}\right) \cdot\left(n_{\infty}-n_{m} \circ f_{m}\right)\right|^{2}
$$

By passing to the limit $m \rightarrow 0$, we obtain $\int_{\Gamma\left(t_{\infty}\right)}\left|v_{\infty} \cdot n_{\infty}\right|^{2}=0$, which implies that $v_{\infty} \cdot n_{\infty} \equiv 0$ on $\Gamma\left(t_{\infty}\right)$. However, since $v_{\infty}$ is a nonzero constant vector, the normal vector $n_{\infty}$ cannot be perpendicular to $v_{\infty}$ on every point of $\Gamma\left(t_{\infty}\right)$. This leads to a contradiction.
3.4 Estimates for the normal and tangential projections

Let $u_{h}^{*}=\left(n_{h}^{*}, H_{h}^{*}\right)$ be the Ritz projection of $u$ defined in (3.1). We introduce an operator $P_{\tau}^{*}$ which approximates the orthogonal projection along $n_{h}^{*}$ by

$$
P_{\tau}^{*} v_{h}:=v_{h}-\left(v_{h} \cdot n_{h}^{*}\right) n_{h}^{*},
$$

for any finite element function $v_{h} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$ associated with the nodal vector $\mathbf{v} \in \mathbb{R}^{3 N}$. Since $n_{h}^{*}$ is not normalized, $P_{\tau}^{*}$ is not an exact projection. Let $P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}: L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right) \rightarrow S_{h}\left[\mathbf{x}^{*}\right]$ be the $L^{2}$-orthogonal projection, which can also be applied to a vector-valued function component-wisely. Thus $P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\tau}^{*}$ is a linear operator from $S_{h}\left[\mathbf{x}^{*}\right]^{3}$ into itself. Then we can define two matrices $\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \in \mathbb{R}^{N \times 3 N}$ and $\mathbf{P}_{\tau}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \in \mathbb{R}^{3 N \times 3 N}$ by requiring

$$
\begin{equation*}
\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{v}=\overrightarrow{P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(v_{h} \cdot n_{h}^{*}\right)}, \quad \mathbf{P}_{\tau}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{v}=\overrightarrow{P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\tau}^{*} v_{h}}, \tag{3.45}
\end{equation*}
$$

where the nodal vector associated to a finite element function $w_{h}$ is denoted as $\overrightarrow{w_{h}}$. These operators can also be defined on the numerical surface $\Gamma_{h}[\mathbf{x}]$ with slightly modified notations, i.e.,

$$
\begin{aligned}
& \mathbf{P}_{n}(\mathbf{x}, \mathbf{n}) \mathbf{v}:=\overrightarrow{P_{\Gamma_{h}[\mathbf{x}]}\left(v_{h}^{1} \cdot n_{h}\right)}, \quad \mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{v}:=\overrightarrow{P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} v_{h}^{1}}, \\
& P_{\tau} v_{h}^{1}:=v_{h}^{1}-\left(v_{h}^{1} \cdot n_{h}\right) n_{h},
\end{aligned}
$$

where $v_{h}^{1} \in S_{h}[\mathbf{x}]^{3}$ is the finite element function with nodal vector $\mathbf{v} \in \mathbb{R}^{3 N}$, and $n_{h}$ is the numerical normal vector field computed in (2.2) (or equivalently, the finite element function in $S_{h}[\mathbf{x}]^{3}$ with nodal vector $\left.\mathbf{n}\right)$.

Lemma 3.5 Suppose that $\left\|n_{h}\right\|_{W^{1, \infty}\left(\Gamma_{h}[\mathbf{x}]\right)}$ and $\left\|n_{h}^{*}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$ are bounded, with an upper bound independent of $h$. Then the following estimates hold:

$$
\begin{aligned}
& \left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{P}_{\tau}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}, \\
& \left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{P}_{\tau}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \left\|\mathbf{e}_{\mathbf{v}}-\mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}(\mathbf{x})} \\
& \leq C\left(\left\|e_{v} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left(\left\|e_{n}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+h\right)\right)
\end{aligned}
$$

where $e_{v}$ and $e_{n}$ are finite element functions on $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ with nodal vectors $\mathbf{e}_{\mathbf{v}}$ and $\mathbf{e}_{\mathbf{n}}$, respectively.

Proof From Remark 3.1 we know that the Ritz projection $n_{h}^{*}$ of $n$ is bounded in $W^{1, \infty}$ norm. By using estimate (A.2) in Appendix, we obtain

$$
\begin{align*}
& \left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|n_{h}^{*}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} . \tag{3.46}
\end{align*}
$$

Then, using the definition in (3.45), the estimate in (3.46), and the triangle inequality, we have

$$
\begin{aligned}
& \left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \\
& =\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+C h\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} .
\end{aligned}
$$

Similarly, estimates (A.1) and (A.3) in Appendix imply that

$$
\begin{equation*}
\left\|e_{v} \cdot n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{2}\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \tag{3.47}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\tau}^{*} e_{v}-P_{\tau}^{*} e_{v}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& =\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v} \cdot n_{h}^{*}\right) n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v} \cdot n_{h}^{*}\right) n_{h}^{*}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|n_{h}^{*}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} . \tag{3.48}
\end{align*}
$$

In view of the definition in (3.45), by using the triangle inequality and the inequality above, we have

$$
\begin{aligned}
& \left\|\mathbf{P}_{\tau}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \\
& =\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\tau}^{*} e_{v}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\tau}^{*} e_{v}-P_{\tau}^{*} e_{v}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(P_{\tau}^{*} e_{v}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+C\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} .
\end{aligned}
$$

This proves the first result of Lemma 3.5.
From the best approximate property of the $L^{2}$ projection, we obtain the following estimates in $\mathbf{M}\left(\mathbf{x}^{*}\right)$ norm:

$$
\begin{aligned}
\left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} & =\left\|P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}, \\
\left\|\mathbf{P}_{\tau}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} & =\left\|P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v}-\left(e_{v} \cdot n_{h}^{*}\right) n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} .
\end{aligned}
$$

This proves the second result of Lemma 3.5.
Next, by utilizing the interpolation on $\Gamma_{h}[\mathbf{x}]$ as a bridge, we prove (3.46) which is concerned with the $L^{2}$ projection on $\Gamma_{h}[\mathbf{x}]$. We distinguish the interpolation operators on $\Gamma_{h}[\mathbf{x}]$ and $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ by $I_{\Gamma_{h}[\mathbf{x}]}$ and $I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}$, respectively. Corresponding to the nodal vectors $\mathbf{e}_{\mathbf{v}}, \mathbf{n}=\mathbf{n}^{*}+\mathbf{e}_{\mathbf{n}}$ and $\mathbf{e}_{\mathbf{n}}$, we denote by $e_{v}^{0}$, $n_{h}^{0}$ and $e_{n}^{0}$ the associated finite element functions on $\Gamma_{h}\left[\mathbf{x}^{*}\right]$, and by $e_{v}^{1}, n_{h}^{1}$ and $e_{n}^{1}$ the associated functions on $\Gamma_{h}[\mathbf{x}]$. The key ingredient is

$$
\overrightarrow{I_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}\right)}=\overrightarrow{I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right)},
$$

which allows us to apply the generalized norm equivalence (Remark 3.3) in the following estimation,

$$
\begin{align*}
& \left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}-P_{\Gamma_{h}[\mathbf{x}]}\left[\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}\right]\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \leq\| \| \nabla_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}-I_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}\right)\right) \|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \quad+C h^{-1}\left\|I_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}\right)-\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \leq C\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}-I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \quad+C h^{-1}\left\|I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right)-\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} . \tag{3.49}
\end{align*}
$$

Then (3.46) can be proved as follows:

$$
\begin{aligned}
& \left\|\mathbf{e}_{\mathbf{v}}-\mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}(\mathbf{x})} \\
& =\left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(e_{v}^{1}-P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} e_{v}^{1}\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \leq\left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(e_{v}^{1}-P_{\tau} e_{v}^{1}\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}+\left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(P_{\tau} e_{v}^{1}-P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} e_{v}^{1}\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)},
\end{aligned}
$$

where the first term can be estimated by the norm equivalence in Remark 3.3, i.e.,

$$
\begin{aligned}
\left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(e_{v}^{1}-P_{\tau} e_{v}^{1}\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} & =\left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \leq C\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C\left\|e_{v}^{0} \cdot n_{h}^{0}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|n_{h}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C\left(\left\|e_{v}^{0} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+\left\|e_{v}^{0} \cdot e_{n}^{0}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\right)
\end{aligned}
$$

and the second term can be estimated by (3.49) and (A.5), i.e.,

$$
\begin{align*}
& \left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(P_{\tau} e_{v}^{1}-P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} e_{v}^{1}\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& =\left\|\nabla_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}-P_{\Gamma_{h}[\mathbf{x}]}\left(\left(e_{v}^{1} \cdot n_{h}^{1}\right) n_{h}^{1}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \leq C\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}-I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \quad+C h^{-1}\left\|I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right)-\left(e_{v}^{0} \cdot n_{h}^{0}\right) n_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|e_{v}^{0}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} . \tag{3.50}
\end{align*}
$$

Therefore, we obtain

$$
\begin{aligned}
& \left\|\mathbf{e}_{\mathbf{v}}-\mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}(\mathbf{x})} \\
& \leq C\left(\left\|e_{v}^{0} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+\left\|e_{v}^{0}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left(\left\|e_{n}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+h\right)\right) .
\end{aligned}
$$

This proves the last result of Lemma 3.5.

### 3.5 Stability estimates

In this section, we present stability estimates for the error system (3.10). The stability estimates for the equations of $\mathbf{e}_{\mathbf{x}}$ and $\mathbf{e}_{\mathbf{u}}$ in (3.10) have already been established in [40, inequality (7.33) and p. 824], i.e., under the assumption that

$$
\begin{align*}
& \left\|e_{x}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq h^{(k-1) / 2}  \tag{3.51a}\\
& \left\|e_{u}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq h^{(k-1) / 2},  \tag{3.51b}\\
& \left\|e_{u}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq h^{(k+1) / 2}, \tag{3.51c}
\end{align*}
$$

hold for $t \in\left[0, t_{*}\right]$, the solutions of (3.10a) and (3.10d) satisfy the following estimates for $t \in\left[0, t_{*}\right]$ :

$$
\begin{align*}
\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2} \leq & C \int_{0}^{t}\left\|\mathbf{e}_{\mathbf{V}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2} \mathrm{~d} s+C \int_{0}^{t}\left\|\mathbf{e}_{\mathbf{x}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2} \mathrm{~d} s  \tag{3.52}\\
\left\|\mathbf{e}_{\mathbf{u}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2} \leq & C \int_{0}^{t}\left(\left\|\mathbf{e}_{\mathbf{V}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\mathbf{e}_{\mathbf{u}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}\right) \mathrm{d} s \\
& +C \int_{0}^{t}\left\|\mathbf{e}_{\mathbf{x}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2} \mathrm{~d} s+C\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2} \\
& +C\left\|\mathbf{e}_{\mathbf{u}}(0)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(0)\right)}^{2}+C \int_{0}^{t}\left\|\mathbf{d}_{\mathbf{u}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}(s)\right)}^{2} \mathrm{~d} s \tag{3.53}
\end{align*}
$$

Remark 3.4 Equation (3.10d) and the equation considered in [40] have only minor difference (i.e., the error from a low-order term $v_{h} \cdot \nabla_{\Gamma_{h}[\mathbf{x}]} u_{h}$ ), which does not affect the stability estimate.

The stability estimates for the equations of $\mathbf{e}_{\mathbf{v}}$ and $\mathbf{e}_{\kappa}$ in (3.10b)-(3.10c) are the main results of this subsection, which are presented in Theorem 3.2.

Theorem 3.2 Suppose that $k \geqslant 2$ and (3.51) holds. Then there exists a constant $h_{0}>0$ such that for $h \leq h_{0}$ the solutions of (3.10b)-(3.10c) satisfy the following estimates:

$$
\begin{align*}
& \left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right),  \tag{3.54}\\
& \left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+h^{-1}\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{-1}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right) \tag{3.55}
\end{align*}
$$

Proof Since $k \geqslant 2$ and (3.51) holds, it follows that

$$
\begin{equation*}
\left\|n_{h}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C \quad \text { and } \quad\left\|H_{h}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C \tag{3.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|e_{n}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq h^{1.5} \tag{3.57}
\end{equation*}
$$

By applying Lemma 3.4 to the finite element function $e_{v} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$ associated with $\mathbf{e}_{\mathbf{v}}$, we have

$$
\begin{equation*}
\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \leq C\left(\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\right) . \tag{3.58}
\end{equation*}
$$

In the following, we present estimates for $\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$ and $\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}$, separately. The latter requires us to obtain estimates for $\left\|e_{v} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$ and $\left\|\mathbf{e}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}$.
(a) Estimation of $\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$. Testing (3.10b) by $\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}$ and using the relation

$$
\begin{aligned}
& \mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right) P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right) \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|e_{v} \cdot n_{h}^{*}\right|^{2}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} e_{v} \cdot n_{h}^{*}\left(P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)-e_{v} \cdot n_{h}^{*}\right),
\end{aligned}
$$

we obtain

$$
\begin{align*}
\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2}= & \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} e_{v} \cdot n_{h}^{*}\left(e_{v} \cdot n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right) \\
& +\left(\mathbf{M}\left(\mathbf{x}^{*}\right)-\mathbf{M}(\mathbf{x})\right) \mathbf{H} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& +\left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{B}(\mathbf{x}, \mathbf{n})\right) \mathbf{v} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& -\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{e}_{\mathbf{H}} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& -\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{v}} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
= & : J_{1}+J_{2}+J_{3}+J_{4}+J_{5} \tag{3.59}
\end{align*}
$$

The first term in (3.59) can be estimated by the Cauchy-Schwarz inequality and (3.47), i.e.,

$$
J_{1} \leq C h^{2}\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}
$$

Since $\left\|H_{h}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$ is bounded, as shown in (3.56), the second term in (3.59) can be estimated directly using (3.25), i.e.,

$$
J_{2} \leq C\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}
$$

The third term in (3.59) can be decomposed into two terms through $\mathbf{v}=$ $\mathbf{v}^{*}+\mathbf{e}_{\mathbf{v}}$ and then estimated by using (3.30) and (3.33) with $\alpha=(k-1) / 2$, respectively, i.e.,

$$
\begin{align*}
J_{3} & =\left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{B}(\mathbf{x}, \mathbf{n})\right)\left(\mathbf{v}^{*}+\mathbf{e}_{\mathbf{v}}\right) \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{(k-1) / 2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} . \tag{3.60}
\end{align*}
$$

Substituting the following estimate into (3.59)-(3.60),

$$
\left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}=\left\|P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
$$

we obtain

$$
\begin{align*}
\left\|e_{v} \cdot n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq & C\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right) \\
& +C\left(h^{(k-1) / 2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+h^{2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\right) \tag{3.61}
\end{align*}
$$

By substituting (3.61) into (3.58), we find that the two terms $h^{(k-1) / 2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+$ $h^{2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}$ can be absorbed by the left-hand side of (3.58). Therefore, we obtain

$$
\begin{equation*}
\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \leq C\left(\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right) \tag{3.62}
\end{equation*}
$$

(b) Estimation of $\left\|e_{v} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$. In order to obtain an $H^{1}$-seminorm estimate for $e_{v} \cdot n_{h}^{*}$, we test (3.11) by $\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}$. By using the relation

$$
\begin{aligned}
& \mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right) \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right) \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right|^{2} \\
& \quad+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right) \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)-e_{v} \cdot n_{h}^{*}\right),
\end{aligned}
$$

we obtain

$$
\begin{align*}
& \| \\
& =\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right) \|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right) \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right) \\
& \quad+\left(\mathbf{D}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{D}(\mathbf{x}, \mathbf{n})\right) \mathbf{v} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& \quad+\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{H} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& \quad+\left(\boldsymbol{\rho}(\mathbf{x}, \mathbf{n}, \mathbf{v})-\boldsymbol{\rho}\left(\mathbf{x}^{*}, \mathbf{n}^{*}, \mathbf{v}^{*}\right)\right) \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& \quad-\mathbf{A}\left(\mathbf{x}^{*}\right) \mathbf{e}_{\mathbf{H}} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}} \\
& \quad-\mathbf{M}\left(\mathbf{x}^{*}\right) \widetilde{\mathbf{d}}_{\mathbf{v}} \cdot \mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}  \tag{3.63}\\
& = \\
& = \\
& J_{1}^{*}+J_{2}^{*}+J_{3}^{*}+J_{4}^{*}+J_{5}^{*}+J_{6}^{*} .
\end{align*}
$$

The first term in (3.63) can be estimated directly by applying (3.46), i.e.,

$$
\left|J_{1}^{*}\right| \leq C h\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2} .
$$

The second term in (3.63) can be decomposed into two terms through $\mathbf{v}=$ $\mathbf{v}^{*}+\mathbf{e}_{\mathbf{v}}$ and then estimated by using (3.31) and (3.34) with $\alpha=(k-1) / 2$, respectively, i.e.,

$$
\left|J_{2}^{*}\right| \leq C\left(\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{(k-1) / 2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}
$$

Since $\left\|H_{h}^{0}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$ is bounded, the third term in (3.63) can be estimated by using (3.26), i.e.,

$$
\left|J_{3}^{*}\right| \leq C\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}
$$

The fourth term in (3.63) can be estimated by applying (3.32), i.e.,

$$
\begin{aligned}
\left|J_{4}^{*}\right| & \leq C\left(h\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+h\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{P}_{n}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \\
& \leq C\left(h\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+h\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} .
\end{aligned}
$$

The last two terms in (3.63) can be estimated directly, i.e.,

$$
\left|J_{5}^{*}\right|+\left|J_{6}^{*}\right| \leq C\left(\left\|\mathbf{e}_{\mathbf{H}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}
$$

Then, substituting the estimates of $\left|J_{1}^{*}\right|,\left|J_{2}^{*}\right|,\left|J_{3}^{*}\right|,\left|J_{4}^{*}\right|,\left|J_{5}^{*}\right|$ and $\left|J_{6}^{*}\right|$ into (3.63), we obtain

$$
\begin{align*}
& \left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+C h^{\frac{1}{2}}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2} \\
& \leq C \epsilon^{-1}\left(\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}\right)^{2}+\left(\epsilon+C h^{\frac{1}{2}}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2}, \tag{3.64}
\end{align*}
$$

where $\epsilon \in(0,1)$ can be arbitrary. This can be combined with (3.61) to yield an estimate for the full $H^{1}$ norm:

$$
\begin{align*}
\left\|e_{v} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} \leq & C \epsilon^{-1}\left(\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}\right)^{2} \\
& +\left(\epsilon+C h^{\frac{1}{2}}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2}, \tag{3.65}
\end{align*}
$$

where $\epsilon \in(0,1)$ can be arbitrary.
(c) Estimation of $\left\|\mathbf{e}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}$. Testing (3.10c) with the nodal vector $\mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}}=$ $\overrightarrow{P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)}$ and using the relation,

$$
\begin{aligned}
\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top} \mathbf{e}_{\boldsymbol{\kappa}} \cdot \mathbf{e}_{\kappa, \mathbf{n}} & =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} e_{\kappa} n_{h}^{*} \cdot P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right) \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left|e_{\kappa} n_{h}^{*}\right|^{2}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} e_{\kappa} n_{h}^{*} \cdot\left(P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)-e_{\kappa} n_{h}^{*}\right),
\end{aligned}
$$

we obtain

$$
\begin{align*}
\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2}= & \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right) \cdot\left(e_{\kappa} n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)\right) \\
& +\left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top}-\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top}\right) \boldsymbol{\kappa} \cdot \mathbf{e}_{\kappa, \mathbf{n}} \\
& +\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{v} \cdot \mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}} \\
& -\mathbf{A}\left(\mathbf{x}^{*}\right) \mathbf{e}_{\mathbf{v}} \cdot \mathbf{e}_{\kappa, \mathbf{n}} \\
& -\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\boldsymbol{\kappa}} \cdot \mathbf{e}_{\kappa, \mathbf{n}} \\
= & : J_{1}^{\#}+J_{2}^{\#}+J_{3}^{\#}+J_{4}^{\#}+J_{5}^{\#} . \tag{3.66}
\end{align*}
$$

From (3.5) and (2.14) we know that

$$
\begin{align*}
\left\|\left|n_{h}^{*}\right|^{2}-1\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} & =\left\|\left(n_{h}^{*}-n^{-\ell}\right) \cdot\left(n_{h}^{*}+n^{-\ell}\right)\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& =C\left\|\left(n_{h}^{*, \ell}-n\right)\right\|_{L^{\infty}(\Gamma(t))}\left\|\left(n_{h}^{*, \ell}+n\right)\right\|_{L^{\infty}(\Gamma(t))} \leq C h^{2} \tag{3.67}
\end{align*}
$$

In above, $n^{-\ell}$ denotes the normal extension of $n$ from $\Gamma$ to $\Gamma_{h}\left[\mathbf{x}^{*}\right]$, which can be regarded as the inverse of the lift from $\Gamma_{h}\left[\mathbf{x}^{*}\right]$ to $\Gamma$. Thus, by choosing $h_{0}$ sufficiently small, $\left|n_{h}^{*}\right|^{2}$ has positive lower bound in $L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)$ independent of $h$. Then $\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}$ is equivalent to $\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$. By using estimate (A.1) in Appendix with an additional inverse inequality, we have

$$
\begin{aligned}
J_{1}^{\#} & \leq\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|e_{\kappa} n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} C h\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \\
& \leq C h\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} .
\end{aligned}
$$

By using (3.30) and (3.33), we obtain

$$
\begin{aligned}
J_{2}^{\#} & =\left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{B}(\mathbf{x}, \mathbf{n})\right) \mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}} \cdot\left(\boldsymbol{\kappa}^{*}+\mathbf{e}_{\boldsymbol{\kappa}}\right) \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{(k-1) / 2}\left\|\mathbf{e}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
\end{aligned}
$$

Similarly as the proof of Lemma 3.5, for the nodal vector $\mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}}=\overline{P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)}$ we have

$$
\begin{aligned}
& \left\|\mathbf{e}_{\kappa, \mathbf{n}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \\
& =\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+\left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{\kappa} n_{h}^{*}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\left\|n_{h}^{*}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+C\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\left\|n_{h}^{*}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h^{-1}\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \quad \text { (inverse inequality) } \\
& \leq C h^{-1}\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} .
\end{aligned}
$$

Then, by using (3.26)-(3.27) and the inequality above, we obtain

$$
\begin{aligned}
J_{3}^{\#} & =\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right)\left(\mathbf{v}^{*}+\mathbf{e}_{\mathbf{v}}\right) \cdot \mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}} \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{(k-1) / 2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \\
& \leq C h^{-1}\left(\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{(k-1) / 2}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
\end{aligned}
$$

The last two terms in (3.66) can be estimated as follows:

$$
\begin{aligned}
J_{4}^{\#}+J_{5}^{\#} & \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+C\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\boldsymbol{\kappa}, \mathbf{n}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \\
& \leq C h^{-1}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+C\left\|\mathbf{d}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
\end{aligned}
$$

Substituting the estimates of $J_{1}^{\#}, J_{2}^{\#}, J_{3}^{\#}, J_{4}^{\#}$ and $J_{5}^{\#}$ into (3.66), we obtain

$$
\begin{aligned}
& \left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}^{2} \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+h^{-1}\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{-1}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \quad+C h^{\frac{1}{2}}\left\|\mathbf{e}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+C\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
\end{aligned}
$$

Since $\left\|\mathbf{e}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \sim\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}$, for sufficiently small $h$ the term

$$
h^{\frac{1}{2}}\left\|\mathbf{e}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|e_{\kappa} n_{h}^{*}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
$$

on the right-hand side of the above inequality can be absorbed by the left-hand side. Therefore, the following inequality holds:

$$
\begin{align*}
& \left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \\
& \leq C\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+h^{-1}\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{-1}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right) \tag{3.68}
\end{align*}
$$

(d) Estimation of $\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}$. We reformulate (3.10c) as

$$
\begin{aligned}
\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top} \mathbf{e}_{\boldsymbol{\kappa}}+\mathbf{A}(\mathbf{x}) \mathbf{e}_{\mathbf{v}}= & \left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top}-\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top}\right) \boldsymbol{\kappa}^{*} \\
& +\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{v}^{*}-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\boldsymbol{\kappa}},
\end{aligned}
$$

and test the above equation by $\mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}}=\overrightarrow{P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} e_{v}^{1}}$, where $e_{v}^{1}$ is the finite element function on $\Gamma_{h}[\mathbf{x}]$ with nodal vector $\mathbf{e}_{\mathbf{v}}$. Then we obtain

$$
\begin{align*}
\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}(\mathbf{x})}^{2}= & \mathbf{A}(\mathbf{x}) \mathbf{e}_{\mathbf{v}} \cdot\left(\mathbf{e}_{\mathbf{v}}-\mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}}\right) \\
& -\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top} \mathbf{e}_{\boldsymbol{\kappa}} \cdot \mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}} \\
& +\left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top}-\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top}\right) \boldsymbol{\kappa}^{*} \cdot \mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}} \\
& +\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{v}^{*} \cdot \mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}} \\
& -\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\boldsymbol{\kappa}} \cdot \mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}} \\
= & J_{1}^{\star}+J_{2}^{\star}+J_{3}^{\star}+J_{4}^{\star}+J_{5}^{\star} . \tag{3.69}
\end{align*}
$$

By using (3.46), (3.30) and (3.26), we have

$$
\begin{align*}
J_{1}^{\star} & \leq\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}(\mathbf{x})}\left\|\mathbf{e}_{\mathbf{v}}-\mathbf{P}_{\tau}(\mathbf{x}, \mathbf{n}) \mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}(\mathbf{x})} \\
& \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left(\left\|e_{v} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}+h^{\frac{1}{2}}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\right),  \tag{3.70}\\
J_{3}^{\star} & \leq C\left(\left\|\mathbf{e}_{\mathbf{n}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)},  \tag{3.71}\\
J_{4}^{\star} & \leq C\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)},  \tag{3.72}\\
J_{5}^{\star} & \leq C\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} . \tag{3.73}
\end{align*}
$$

Since $P_{\tau} e_{v}^{1}$ is approximately perpendicular to $n_{h}$, we decompose $J_{2}^{\star}$ into the following two parts:

$$
\begin{equation*}
J_{2}^{\star}=\int_{\Gamma_{h}[\mathbf{x}]} e_{\kappa}^{1} n_{h}^{1} \cdot\left(P_{\tau} e_{v}^{1}-P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} e_{v}^{1}\right)-\int_{\Gamma_{h}[\mathbf{x}]} e_{\kappa}^{1} n_{h}^{1} \cdot P_{\tau} e_{v}^{1} \tag{3.74}
\end{equation*}
$$

The first term in (3.74) can be estimated by using the generalized norm equivalence as in (3.49) and the superconvegence property, i.e.,

$$
\begin{aligned}
& \int_{\Gamma_{h}[\mathbf{x}]} e_{\kappa}^{1} n_{h}^{1} \cdot\left(P_{\tau} e_{v}^{1}-P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} e_{v}^{1}\right) \\
& \leq\left\|e_{\kappa}^{1} n_{h}^{1}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}\left\|P_{\tau} e_{v}^{1}-P_{\Gamma_{h}[\mathbf{x}]} P_{\tau} e_{v}^{1}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \leq C\left\|e_{\kappa}^{1} n_{h}^{1}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}\left\|\left(e_{v} \cdot n_{h}^{0}\right) n_{h}^{0}-I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(e_{v} \cdot n_{h}^{0}\right) n_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h^{2}\left\|e_{\kappa}^{1} n_{h}^{1}\right\|_{L^{2}\left(\Gamma_{h}[\mathbf{x}]\right)}\left\|e_{v}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h^{2}\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} .
\end{aligned}
$$

The second term in (3.74) can be estimated as follows:

$$
\begin{align*}
& -\int_{\Gamma_{h}[\mathbf{x}]} e_{\kappa}^{1} n_{h}^{1} \cdot P_{\tau} e_{v}^{1} \\
& =\int_{\Gamma_{h}[\mathbf{x}]}\left(e_{\kappa}^{1} n_{h}^{1} \cdot e_{v}^{1}\right)\left(\left|n_{h}^{1}\right|^{2}-1\right) \\
& \leq C\left\|e_{\kappa} n_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|e_{v}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|\left|n_{h}^{1}\right|^{2}-1\right\|_{L^{\infty}\left(\Gamma_{h}[\mathbf{x}]\right)} \\
& \leq C\left\|e_{\kappa} n_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|e_{v}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|\left|n_{h}^{0}\right|^{2}-1\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C\left\|e_{\kappa} n_{h}^{0}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|e_{v}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left(C h^{2}+\left\|e_{n}\left(n_{h}^{0}+n_{h}^{*}\right)\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\right) \\
& \leq C h^{1.5}\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}, \tag{3.75}
\end{align*}
$$

where the last two inequalities in (3.75) use (3.67) and (3.57). The two estimates above imply that

$$
\begin{align*}
J_{2}^{\star} \leq & C h^{1.5}\left\|\mathbf{e}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \\
\leq & C\left(h^{1.5}\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+h^{0.5}\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \\
& +C\left(h^{0.5}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{1.5}\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}, \tag{3.76}
\end{align*}
$$

where the last inequality follows from (3.68).
Substituting (3.70)-(3.76) into (3.69) and using (3.65), we obtain

$$
\begin{aligned}
&\left\|\mathbf{e}_{\mathbf{V}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}^{2} \\
& \leq C\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}(\mathbf{x})}^{2} \\
& \leq C\left\|e_{v} \cdot n_{h}^{*}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+C h^{\frac{1}{2}}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2} \\
&+C\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \\
& \leq C\left(\epsilon^{\frac{1}{2}}+\epsilon^{-\frac{1}{2}} h^{\frac{1}{2}}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2} \\
&+C \epsilon^{-\frac{3}{2}}\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)^{2} \\
& \leq C\left(\epsilon^{\frac{1}{2}}+\epsilon^{-\frac{1}{2}} h^{\frac{1}{2}}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}^{2} \\
&+C \epsilon^{-\frac{3}{2}}\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)^{2},
\end{aligned}
$$

where the last inequality uses (3.62). By first choosing a sufficiently small constant $\epsilon$ and then choosing sufficiently small $h_{0}$ compared to $\epsilon$, the term $C\left(\epsilon^{\frac{1}{2}}+\epsilon^{-\frac{1}{2}} h^{\frac{1}{2}}\right)\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}^{2}$ can be absorbed by the left-hand side of the above inequality. Therefore, we obtain
$\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)} \leq C\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}+\left\|\mathbf{d}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)$.

Then substituting (3.77) into (3.62) yields the desired result of Theorem 3.2.

### 3.6 Estimates for the defects (consistency errors)

The following estimates for the geometric perturbation errors were proved in [39, Lemma 5.6] and will be used in estimating the consistency errors, i.e., $\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)},\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}$ and $\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}$.

Lemma 3.6 Under the assumptions of Theorem 2.1, there exists a positive constant $h_{0}>0$ such that for $h \leq h_{0}$ the following estimates hold for all
$w_{h}, \varphi_{h} \in S_{h}\left[\mathbf{x}^{*}\right]:$

$$
\begin{aligned}
& \left|\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} w_{h} \varphi_{h}-\int_{\Gamma[X]} w_{h}^{\ell} \varphi_{h}^{\ell}\right| \leq C h^{k+1}\left\|w_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])}\left\|\varphi_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])}, \\
& \left|\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} w_{h} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \varphi_{h}-\int_{\Gamma[X]} \nabla_{\Gamma[X]} w_{h}^{\ell} \cdot \nabla_{\Gamma[X]} \varphi_{h}^{\ell}\right| \\
& \leq C h^{k+1}\left\|\nabla_{\Gamma[X]} w_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])}\left\|\nabla_{\Gamma[X]} \varphi_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])} .
\end{aligned}
$$

Remark 3.5 In fact, Lemma 3.6 holds for any $w_{h}, \varphi_{h} \in H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)$. Utilizing $\left(w_{h} \cdot n_{h}\right)^{\ell}=w_{h}^{\ell} \cdot n_{h}^{\ell}$, the results of Lemma 3.6 can also be generalized to the products of three functions:

$$
\begin{align*}
& \left|\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{h} \cdot n_{h}\right) \varphi_{h}-\int_{\Gamma[X]}\left(w_{h}^{\ell} \cdot n_{h}^{\ell}\right) \varphi_{h}^{\ell}\right| \\
& \leq C h^{k+1}\left\|w_{h}^{\ell} \cdot n_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])}\left\|\varphi_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])}, \tag{3.78}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{h} \cdot n_{h}\right) \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \varphi_{h}-\int_{\Gamma[X]} \nabla_{\Gamma[X]}\left(w_{h}^{\ell} \cdot n_{h}^{\ell}\right) \cdot \nabla_{\Gamma[X]} \varphi_{h}^{\ell}\right| \\
& \leq C h^{k+1}\left\|\nabla_{\Gamma[X]}\left(w_{h}^{\ell} \cdot n_{h}^{\ell}\right)\right\|_{L^{2}(\Gamma[X])}\left\|\nabla_{\Gamma[X]} \varphi_{h}^{\ell}\right\|_{L^{2}(\Gamma[X])} \tag{3.79}
\end{align*}
$$

with $w_{h}, n_{h} \in S_{h}\left[\mathbf{x}^{*}\right]^{3}$ and $\varphi_{h} \in S_{h}\left[\mathbf{x}^{*}\right]$.
The upper bounds for the consistency errors are presented in the following lemma and proved by using Lemma 3.6 and (3.78)-(3.79).

Lemma 3.7 Under the assumptions of Theorem 2.1, there exist positive constants $h_{0}>0$ and $C>0$ such that for $h \leq h_{0}$ and $t \in[0, T]$ the defects in (3.10b)-(3.10c) are bounded by

$$
\begin{array}{rlrl}
\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}} & =\left\|\widetilde{d}_{v}\right\|_{H_{h}^{-1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{k}, & \left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}=\left\|d_{v}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{k} \\
\left\|\mathbf{d}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} & =\left\|d_{u}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{k}, & & \left\|\mathbf{d}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}=\left\|d_{\kappa}\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{k}
\end{array}
$$

where the constant $C$ is independent of $h$ and $t \in[0, T]$.
Proof Subtracting the following equation (satisfied by the exact solution) from (3.12),

$$
0=\int_{\Gamma[X]} \nabla_{\Gamma[X]}(v \cdot n) \cdot \nabla_{\Gamma[X]} \chi_{\kappa}^{\ell}+\int_{\Gamma[X]} \nabla_{\Gamma[X]} H \cdot \nabla_{\Gamma[X]} \chi_{\kappa}^{\ell}
$$

we obtain

$$
\begin{align*}
\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \widetilde{d}_{v} \chi_{\kappa}= & \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(v_{h}^{*} \cdot n_{h}^{*}\right) \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{\kappa}  \tag{3.80}\\
& -\int_{\Gamma[X]} \nabla_{\Gamma[X]}(v \cdot n) \cdot \nabla_{\Gamma[X]} \chi_{\kappa}^{\ell} \\
& +\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} H_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right] \chi_{\kappa}}-\int_{\Gamma[X]} \nabla_{\Gamma[X]} H \cdot \nabla_{\Gamma[X]} \chi_{\kappa}^{\ell} \\
& -\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left[v_{h}^{*} \cdot n_{h}^{*}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(v_{h}^{*} \cdot n_{h}^{*}\right)\right] \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{\kappa} .
\end{align*}
$$

By using the geometric perturbation errors in Lemma 3.6 and error estimate for the Ritz projection in (3.3), we obtain

$$
\begin{aligned}
& \left|\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} H_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{\kappa}-\int_{\Gamma[X]} \nabla_{\Gamma[X]} H \cdot \nabla_{\Gamma[X]} \ell_{\kappa}^{\ell}\right| \\
& \leq\left(C h^{k+1}+\left\|\nabla_{\Gamma[X]}\left(H_{h}^{*, \ell}-H\right)\right\|_{L^{2}(\Gamma[X])}\right)\left\|\nabla_{\Gamma[X]} \chi_{\kappa}^{\ell}\right\|_{L^{2}(\Gamma[X])} \\
& \leq C h^{k}\left\|\nabla_{\Gamma[X]} \chi_{\kappa}^{\ell}\right\|_{L^{2}(\Gamma[X])} .
\end{aligned}
$$

The first term on the right-hand side of (3.80) can be estimated similarly by using (3.79). The last term on the right-hand side of (3.80) can be estimated by following the technique of (A.12) and using boundedness of the Ritz projections $\left\|v_{h}^{*}\right\|_{W_{h}^{k, \infty}}$ and $\left\|n_{h}^{*}\right\|_{W_{h}^{k, \infty}}$, see (3.4). Then we obtain

$$
\left|\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \tilde{d}_{v} \chi_{\kappa}\right| \leq C h^{k}\left\|\chi_{\kappa}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} .
$$

This proves that

$$
\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}} \leq C h^{k}
$$

Similarly, subtracting the following equation (satisfied by the exact solution) from (3.6),

$$
\int_{\Gamma[X]}(v \cdot n) \chi_{\kappa}^{\ell}+\int_{\Gamma[X]} H \chi_{\kappa}^{\ell}=0
$$

and then using Lemma 3.6 and (3.78), we have

$$
\begin{aligned}
& \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} d_{v} \chi_{\kappa} \\
& =\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(v_{h}^{*} \cdot n_{h}^{*}\right) \chi_{\kappa}-\int_{\Gamma[X]}(v \cdot n) \chi_{\kappa}^{\ell}+\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} H_{h}^{*} \chi_{\kappa}-\int_{\Gamma[X]} H \chi_{\kappa}^{\ell} \\
& \leq\left(C h^{k+1}+\left\|v_{h}^{* \ell} \cdot n_{h}^{*, \ell}-v \cdot n\right\|_{L^{2}(\Gamma[X])}+\left\|H_{h}^{*, \ell}-H\right\|_{L^{2}(\Gamma[X])}\right)\left\|\chi_{\kappa}^{\ell}\right\|_{L^{2}(\Gamma[X])} \\
& \leq C h^{k}\left\|\chi_{\kappa}^{\ell}\right\|_{L^{2}(\Gamma[X])} .
\end{aligned}
$$

This proves that

$$
\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \leq C h^{k}
$$

Similarly, subtracting the following equation (satisfied by the exact solution) from (3.7),

$$
\int_{\Gamma[X]} \kappa n \cdot \chi_{v}^{\ell}+\int_{\Gamma[X]} \nabla_{\Gamma[X]} v \cdot \nabla_{\Gamma[X]} \chi_{v}^{\ell}=0
$$

we obtain

$$
\begin{aligned}
\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} d_{\kappa} \chi_{v}= & \int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \kappa_{h}^{*} n_{h}^{*} \cdot \chi_{v}-\int_{\Gamma[X]} \kappa n \cdot \chi_{v}^{\ell} \\
& +\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}^{*} \cdot \nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} \chi_{v}-\int_{\Gamma[X]} \nabla_{\Gamma[X]} v \cdot \nabla_{\Gamma[X]} \chi_{v}^{\ell}
\end{aligned}
$$

Since $v_{h}^{*}$ is the Ritz projection of $v$ defined in (3.2), the last line of the above equality equals

$$
\begin{equation*}
-\int_{\Gamma_{h}\left[\mathbf{x}^{*}\right]} v_{h}^{*} \cdot \chi_{v}+\int_{\Gamma[X]} v \cdot \chi_{v}^{\ell} \tag{3.81}
\end{equation*}
$$

This removes the gradient in the consistency error associated to $d_{\kappa}$. Therefore, we obtain

$$
\left\|\mathbf{d}_{\kappa}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \leq C h^{k}
$$

The estimate for $\left\|\mathbf{d}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}$ is the same as that given in [40, Section 8]. The proof of Lemma 3.7 is complete.

### 3.7 Error estimates

If $\mathbf{x}(0), \mathbf{n}(0)$ and $\mathbf{H}(0)$ are obtained from interpolation or other approximation satisfying (2.3), then the following estimates hold at $t=0$ for sufficiently small $h$ (as a result of the inverse inequality):

$$
\begin{align*}
& \left\|e_{x}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq \frac{1}{2} h^{(k-1) / 2}  \tag{3.82a}\\
& \left\|e_{u}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq \frac{1}{2} h^{(k-1) / 2}  \tag{3.82b}\\
& \left\|e_{u}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq \frac{1}{2} h^{(k+1) / 2} \tag{3.82c}
\end{align*}
$$

With the finite element discretization in space, (2.2) is essentially an ordinary differential equation (ODE) which has a unique solution locally in time. If the solution exists and satisfying (3.82) for $t \in\left[0, t_{*}\right)$, then the solution remains bounded as $t \rightarrow t_{*}$ in view of (3.82). As a result, the solution exists and satisfying (3.82) for $t \in\left[0, t_{*}\right]$. We denote by $t_{*} \in[0, T]$ the maximal value such that the solution exists and satisfying (3.82) for $t \in\left[0, t_{*}\right]$.

If $t_{*}=T$ then we set $\delta=0$.

If $t_{*}<T$ then, by the local existence of solutions to ODEs, the solution continues to exist and satisfying the following estimates in a bigger interval $\left[0, t_{*}+\delta\right]:$

$$
\begin{aligned}
& \left\|e_{x}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq h^{(k-1) / 2}, \\
& \left\|e_{u}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq h^{(k-1) / 2}, \\
& \left\|e_{u}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq h^{(k+1) / 2}
\end{aligned}
$$

for some number $\delta>0$ which may depend on $h$.
In both cases, the stability estimate in Theorem 3.2 and (3.52)-(3.53) hold for $t \in\left[0, t_{*}+\delta\right]$. By substituting (3.54) into (3.52) $+\epsilon \times(3.53)$, we obtain the following result for $t \in\left[0, t_{*}+\delta\right]$ :

$$
\begin{align*}
\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}+\epsilon\left\|\mathbf{e}_{\mathbf{u}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2} \leq & C \int_{0}^{t}\left(\left\|\mathbf{e}_{\mathbf{x}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2}+\left\|\mathbf{e}_{\mathbf{u}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2}\right) \mathrm{d} s \\
& +C \int_{0}^{t}\left(\left\|\mathbf{d}_{\mathbf{v}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}^{2}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}(s)\right\|_{\star, \mathbf{x}^{*}}^{2}\right) \mathrm{d} s \\
& +C \int_{0}^{t}\left(\left\|\mathbf{d}_{\boldsymbol{\kappa}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}^{2}+\left\|\mathbf{d}_{\mathbf{u}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}^{2}\right) \mathrm{d} s \\
& +C \epsilon\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}+C \epsilon\left\|\mathbf{e}_{\mathbf{u}}(0)\right\|_{\left.\mathbf{K}\left(\mathbf{x}^{*}(0)\right)\right)}^{2} . \tag{3.83}
\end{align*}
$$

By choosing a sufficiently small constant $\epsilon$, the term $C \epsilon\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}$ can be absorbed by the left-hand side. Then we can apply the Gronwall's inequality and use the consistency error bounds in Lemma 3.7. This yields the following error bound:

$$
\begin{equation*}
\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}+\left\|\mathbf{e}_{\mathbf{u}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)} \leq C h^{k} \quad \text { for } t \in\left[0, t_{*}+\delta\right] . \tag{3.84}
\end{equation*}
$$

Substituting this result into (3.54), we also obtain

$$
\begin{equation*}
\left\|\mathbf{e}_{\mathbf{v}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)} \leq C h^{k} \quad \text { for } t \in\left[0, t_{*}+\delta\right] . \tag{3.85}
\end{equation*}
$$

Since the two dimensional closed surface $\Gamma(t)$ is compact, it is direct to prove the Sobolev embedding in the borderline case, i.e, $H^{1}(\Gamma(t)) \subset L^{p}(\Gamma(t))$ for $2 \leq p<\infty$, by following the technique of partition of unity in [36, Theorem 3.5 ] and [51, Chapter V]. By using the norm equivalence of lift (2.14) and the dependence of Sobolev constant on $p$ analyzed in [52, Lemma 6.4], we obtain

$$
\left\|e_{u}\right\|_{L^{p}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C\left\|e_{u}^{\ell}\right\|_{L^{p}(\Gamma(t))} \leq C p^{1 / 2}\left\|e_{u}^{\ell}\right\|_{H^{1}(\Gamma(t))} \leq C p^{1 / 2}\left\|e_{u}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}
$$

for all $2 \leq p<\infty$, where $C$ is a constant independent of $p$. Combining the inverse inequality as in [52, Lemma 6.4], and choosing $p=\log (1 / h)$, we obtain

$$
\begin{aligned}
\left\|e_{u}\right\|_{L^{\infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} & \leq C h^{-2 / p}\left\|e_{u}\right\|_{L^{p}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \leq C h^{-2 / p} p^{1 / 2}\left\|e_{u}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C(\log (1 / h))^{1 / 2}\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \leq C(\log (1 / h))^{1 / 2} h^{k}
\end{aligned}
$$

Thus, there exists a positive constant $h_{0}$ (independent of $t_{*}$ and $\delta$ ) such that for $h \leq h_{0}$ the above error estimates imply that (3.82) holds for $t \in\left[0, t_{*}+\delta\right]$. Since $t_{*} \in[0, T]$ is the maximal number such that (3.82) holds for $t \in\left[0, t_{*}\right]$, it follows that $t_{*}=T$ when $h \leq h_{0}$. Therefore, the error bounds in (3.84)-(3.85) hold for all $t \in[0, T]$. This can be combined with the error estimates for the Ritz projection and the interpolation (see Theorem 3.1 and [23, Proposition 2.7]) to yield the desired results in Theorem 2.1.

## 4 Proof of Theorem 2.2

Theorem 2.2 can be proved similarly as Theorem 2.1 by combining the stability results in Theorem 3.2 and [41]. For simplicity, we present the stability estimates under the assumption that the errors in $L^{\infty}$ and $W^{1, \infty}$ norms are sufficiently small. This can be made rigorous by using the arguments in Section 3.7 with similar assumptions as (3.82).

The error equations for the modified evolving surface FEM in (2.12) can be written into the following matrix-vector form:

$$
\begin{align*}
\dot{\mathbf{e}}_{\mathbf{x}}= & \mathbf{e}_{\mathbf{v}},  \tag{4.1a}\\
\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right) \mathbf{e}_{\mathbf{v}}= & \left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)-\mathbf{B}(\mathbf{x}, \mathbf{n})\right) \mathbf{v} \\
& +\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{e}_{\mathbf{V}}-\left(\mathbf{M}\left(\mathbf{x}^{*}\right)-\mathbf{M}(\mathbf{x})\right) \mathbf{V}-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{v}},  \tag{4.1b}\\
\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top} \mathbf{e}_{\boldsymbol{\kappa}}+\mathbf{A}\left(\mathbf{x}^{*}\right) \mathbf{e}_{\mathbf{v}}= & \left(\mathbf{B}\left(\mathbf{x}^{*}, \mathbf{n}^{*}\right)^{\top}-\mathbf{B}(\mathbf{x}, \mathbf{n})^{\top}\right) \boldsymbol{\kappa} \\
& +\left(\mathbf{A}\left(\mathbf{x}^{*}\right)-\mathbf{A}(\mathbf{x})\right) \mathbf{v}-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\boldsymbol{\kappa}}, \\
\mathbf{M}(\mathbf{x}) \dot{\mathbf{e}}_{\mathbf{u}}-\mathbf{A}(\mathbf{x}) \mathbf{e}_{\mathbf{w}}= & -\left(\mathbf{M}(\mathbf{x})-\mathbf{M}\left(\mathbf{x}^{*}\right)\right) \dot{\mathbf{u}}^{*}+\left(\mathbf{A}(\mathbf{x})-\mathbf{A}\left(\mathbf{x}^{*}\right)\right) \mathbf{w}^{*} \\
& +\left(\mathbf{F}(\mathbf{x}, \mathbf{u}) \mathbf{w}-\mathbf{F}\left(\mathbf{x}^{*}, \mathbf{u}^{*}\right) \mathbf{w}^{*}\right) \\
& +\left(\mathbf{f}^{\mathrm{W}}(\mathbf{x}, \mathbf{u}, \mathbf{v})-\mathbf{f}^{\mathrm{W}}\left(\mathbf{x}^{*}, \mathbf{u}^{*}, \mathbf{v}^{*}\right)\right) \\
& -\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{u}},  \tag{4.1d}\\
\mathbf{M}(\mathbf{x}) \mathbf{e}_{\mathbf{w}}+\mathbf{A}(\mathbf{x}) \mathbf{e}_{\mathbf{u}}= & -\left(\mathbf{M}(\mathbf{x})-\mathbf{M}\left(\mathbf{x}^{*}\right)\right) \mathbf{w}^{*}-\left(\mathbf{A}(\mathbf{x})-\mathbf{A}\left(\mathbf{x}^{*}\right)\right) \mathbf{u}^{*} \\
& +\left(\mathbf{g}(\mathbf{x}, \mathbf{u})-\mathbf{g}\left(\mathbf{x}^{*}, \mathbf{u}^{*}\right)\right)-\mathbf{M}\left(\mathbf{x}^{*}\right) \mathbf{d}_{\mathbf{w}} \\
& +\mathbf{M}(\mathbf{x}(0)) \overline{\mathbf{e}}_{\mathbf{w}}(0), \tag{4.1e}
\end{align*}
$$

where (4.1d)-(4.1e) are taken from [41, equation (5.16)] with an additional dependence of $\mathbf{f}^{\mathrm{W}}$ on velocity, and $\overline{\mathbf{e}}_{\mathbf{w}}(0)=\overline{\mathbf{w}}^{*}(0)-\overline{\mathbf{w}}(0)$. Note that $\overline{\mathbf{w}}^{*}$ denotes the vector which consists of the values of the exact solution $w=(V, z)^{\top}$ at the nodes, whereas $\mathbf{w}^{*}$ is constructed in [41] as a Ritz projection of $w$.

The following stability estimate for (4.1d)-(4.1e) was proved in [41, §5.4, Part (A.3)]. The additional dependence of $\mathbf{f}^{W}$ on velocity brings no essential
difference.

$$
\begin{align*}
& \left\|\mathbf{e}_{\mathbf{u}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}+\left\|\mathbf{e}_{\mathbf{w}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2} \\
& \leq C \int_{0}^{t}\left(\left\|\mathbf{e}_{\mathbf{x}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\mathbf{e}_{\mathbf{v}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}\right) \mathrm{d} s \\
& \quad+C \int_{0}^{t}\left(\left\|\mathbf{e}_{\mathbf{u}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\mathbf{e}_{\mathbf{w}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}\right) \mathrm{d} s \\
& \quad+C \int_{0}^{t}\left(\left\|\mathbf{d}_{\mathbf{u}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\dot{\mathbf{d}}_{\mathbf{u}}(s)\right\|_{\star, \mathbf{x}^{*}(s)}^{2}\right) \mathrm{d} s  \tag{4.2}\\
& \quad+C \int_{0}^{t}\left(\left\|\mathbf{d}_{\mathbf{w}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\dot{\mathbf{d}}_{\mathbf{w}}(s)\right\|_{\star, \mathbf{x}^{*}(s)}^{2}\right) \mathrm{d} s \\
& \quad+C\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}+C\left\|\mathbf{d}_{\mathbf{u}}(t)\right\|_{\star, \mathbf{x}^{*}(t)}^{2} \\
& \quad+C\left(\left\|\mathbf{e}_{\mathbf{u}}(0)\right\|_{\mathbf{K}\left(\mathbf{x}^{0}\right)}^{2}+\left\|\mathbf{e}_{\mathbf{w}}(0)\right\|_{\mathbf{K}\left(\mathbf{x}^{0}\right)}^{2}+\left\|\overline{\mathbf{e}}_{\mathbf{w}}(0)\right\|_{\star, \mathbf{x}^{0}}^{2}\right) .
\end{align*}
$$

The stability estimate for (4.1a) is the same as (3.52), i.e.,

$$
\begin{equation*}
\left\|\mathbf{e}_{\mathbf{X}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2} \leq C \int_{0}^{t}\left\|\mathbf{e}_{\mathbf{v}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2} \mathrm{~d} s+C \int_{0}^{t}\left\|\mathbf{e}_{\mathbf{x}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}^{2} \mathrm{~d} s \tag{4.3}
\end{equation*}
$$

The stability estimates for (4.1b)-(4.1c) are given by

$$
\begin{align*}
\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)} \leq & C\left(\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{w}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\right) \\
& +C\left(\left\|\mathbf{d}_{\mathbf{v}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}\right\|_{\star, \mathbf{x}^{*}}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right)  \tag{4.4}\\
\left\|\mathbf{e}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)} \leq & C\left(\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{w}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}\right. \\
& +C\left(h^{-1}\left\|\mathbf{e}_{\mathbf{x}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+h^{-1}\left\|\mathbf{e}_{\mathbf{v}}\right\|_{\mathbf{A}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}\right\|_{\mathbf{M}\left(\mathbf{x}^{*}\right)}\right), \tag{4.5}
\end{align*}
$$

which can be obtained through replacing $\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}$ by $\left\|\mathbf{e}_{\mathbf{u}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}+\left\|\mathbf{e}_{\mathbf{w}}\right\|_{\mathbf{K}\left(\mathbf{x}^{*}\right)}$ in the stability estimates proved in (3.54)-(3.55).

The stability estimate for the whole system in (4.1) can be obtained by substituting (4.4) into (4.3) $+\epsilon \times(4.2)$, which yields

$$
\begin{align*}
&\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}+\epsilon\left\|\mathbf{e}_{\mathbf{u}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}+\epsilon\left\|\mathbf{e}_{\mathbf{w}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2} \\
& \leq C \int_{0}^{t}\left(\left\|\mathbf{e}_{\mathbf{x}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\mathbf{e}_{\mathbf{u}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\mathbf{e}_{\mathbf{w}}(s)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(s)\right)}^{2}\right) \mathrm{d} s \\
&+C \int_{0}^{t}\left(\left\|\mathbf{d}_{\mathbf{u}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\dot{\mathbf{d}}_{\mathbf{u}}(s)\right\|_{\star, \mathbf{x}^{*}(s)}^{2}\right) \mathrm{d} s \\
&+C \int_{0}^{t}\left(\left\|\mathbf{d}_{\mathbf{w}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\dot{\mathbf{d}}_{\mathbf{w}}(s)\right\|_{\star, \mathbf{x}^{*}(s)}^{2}\right) \mathrm{d} s \\
&+C \int_{0}^{t}\left(\left\|\mathbf{d}_{\mathbf{v}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}(s)\right)}^{2}+\left\|\widetilde{\mathbf{d}}_{\mathbf{v}}(s)\right\|_{\star, \mathbf{x}^{*}(s)}^{2}+\left\|\mathbf{d}_{\boldsymbol{\kappa}}(s)\right\|_{\mathbf{M}\left(\mathbf{x}^{*}(s)\right)}^{2}\right) \mathrm{d} s \\
&+C \epsilon\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}+C\left\|\mathbf{d}_{\mathbf{u}}(t)\right\|_{\star, \mathbf{x}^{*}(t)}^{2} \\
&+C\left(\left\|\mathbf{e}_{\mathbf{u}}(0)\right\|_{\mathbf{K}\left(\mathbf{x}^{0}\right)}^{2}+\left\|\mathbf{e}_{\mathbf{w}}(0)\right\|_{\mathbf{K}\left(\mathbf{x}^{0}\right)}^{2}+\left\|\overline{\mathbf{e}}_{\mathbf{w}}(0)\right\|_{\star, \mathbf{x}^{0}}^{2}\right) . \tag{4.6}
\end{align*}
$$

By choosing a sufficiently small constant $\epsilon$, the term $C \epsilon\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}^{2}$ can be absorbed by the left-hand side. Then we can apply the Gronwall's inequality and use the consistency estimates, which can be established in the usual way, similarly as in [41]. This yields the following error bound:

$$
\left\|\mathbf{e}_{\mathbf{x}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}+\left\|\mathbf{e}_{\mathbf{u}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)}+\left\|\mathbf{e}_{\mathbf{w}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)} \leq C h^{k}
$$

Substituting this result into (4.4), we also obtain

$$
\left\|\mathbf{e}_{\mathbf{v}}(t)\right\|_{\mathbf{K}\left(\mathbf{x}^{*}(t)\right)} \leq C h^{k} .
$$

This can be combined with the error estimates for the Ritz projection and the interpolation (see Theorem 3.1 and [23, Proposition 2.7]) to yield the desired results in Theorem 2.2.

## 5 Numerical examples

In this section, we present numerical results to illustrate the convergence of the proposed method as proved in Theorems 2.1 and 2.2, as well as the performance of the proposed velocity for improving the mesh quality in simulation of several different curvature flows. All the numerical experiments are performed by using the open-source finite element software NGSolve; see [50].

### 5.1 Convergence tests of mean curvature flow

We consider the evolution of closed self-shrinkers under mean curvature flow (see [24]), with the following type of flow map:

$$
\begin{equation*}
X(p, t)=\sqrt{1-t} X(p, 0) \quad \text { for } p \in \Gamma_{0}, \tag{5.1}
\end{equation*}
$$

for which the exact solution of the velocity equations (1.9b)-(1.9c) can be written down explicitly. In fact, as a self-shrinker under mean curvature flow, the normal component of the shrinking velocity (which can be obtained by differentiating (5.1) in time)

$$
\begin{equation*}
v_{s}=-\frac{1}{2(1-t)} \mathrm{id} \quad \text { on } \quad \Gamma(t) \tag{5.2}
\end{equation*}
$$

coincides with the velocity of the surface under mean curvature flow. Meanwhile, by applying the Laplace-Beltrami operator to the shrinking velocity above, we have

$$
\Delta_{\Gamma(t)} v_{s}=\frac{1}{2(1-t)} H n \quad \text { on } \quad \Gamma(t), \quad \text { with } \kappa=\frac{1}{2(1-t)} H \text { in (1.9c). }
$$

As a result, the shrinking velocity $v_{s}$ is exactly the proposed velocity determined by (1.9b)-(1.9c).

We consider two examples of such self-shrinkers with flow map as in (5.1), i.e., the self-shrinking sphere $S^{2}$ and self-shrinking Angenent's torus $T^{2}$; see [1]. Both surfaces can be parametrized by

$$
\begin{equation*}
F(s, \theta, t)=\sqrt{1-t}(\rho(s) \cos (\theta), \rho(s) \sin (\theta), z(s)) . \tag{5.3}
\end{equation*}
$$

The profile curve of the self-shrinking sphere $S^{2}$ is given by $\rho(s)^{2}+z(s)^{2}=4$, where $s$ is the arc-length parameter. The profile curve of the Angenent's torus $T^{2}$ can be solved from the following equations (by the shooting method):

$$
\begin{align*}
& \rho^{\prime}(s)=\sin \alpha(s), \quad z^{\prime}(s)=\cos \alpha(s)  \tag{5.4a}\\
& \alpha^{\prime}(s)=\left(\frac{1}{\rho(s)}-\frac{\rho(s)}{2}\right) \cos \alpha(s)+\frac{z(s)}{2} \sin \alpha(s)  \tag{5.4b}\\
& \rho(0)=\rho_{0}, \quad z(0)=0, \quad \alpha(0)=0 \tag{5.4c}
\end{align*}
$$

where $\rho_{0}$ is a parameter to be determined to make the solution a closed curve, see $[24,(5.2)]$. Since $T^{2}$ is a rotational hypersurface, its mean curvature can be analytically expressed as
$H \circ F(s, \theta, t)=-\frac{1}{2 \sqrt{1-t}}(\rho(s) \cos \alpha(s)-z(s) \sin \alpha(s))=\frac{1}{2(1-t)} F \cdot(n \circ F)$,
which implies that

$$
\begin{equation*}
H=\frac{1}{2(1-t)} \mathrm{id} \cdot n \quad \text { on } \Gamma(t) . \tag{5.5}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
n \circ F(s, \theta, t)=n \circ F(s, \theta, 0) . \tag{5.6}
\end{equation*}
$$



Fig. 1: Exact profile curves of the self-shrinkers at $t=0,0.6$ and 0.9 .

The profile curves of the sphere and the Angenent Torus are presented in Figure 1, which determine the surface through the parametrization in (5.3).

According to the exact position given in (5.1), the error of the numerically computed flow map $X_{h}(p, t)$ is given by (up to an interpolation error of the initial surface)

$$
e_{X}(p, T)=X_{h}(p, T)-\sqrt{1-T} X_{h}(p, 0), \quad p \in \Gamma_{h}^{0}
$$

From the formulae of the exact velocity (5.2), mean curvature (5.5) and normal vector field (5.6), it is easy to measure the errors of these geometrical quantities. The $H^{1}$-norm errors of the numerical solution and the convergence rates are presented in Figure 2 for finite elements of degree $k=1,2,3$ at $T=0.4$. The backward Euler method in (5.8) is used for temporal discretization, with a sufficiently small stepsize so that the errors from temporal discretization can be neglected in observing the convergence of spatial discretizations (when the mesh size $h$ is refined). From Figure 2 we can see that the proposed method has $k$ th-order convergence in the $H^{1}$ norm. The cases $k=2,3$ are proved in this article (similarly as $[40,41]$ ). The numerical results indicate that the result still holds in the case $k=1$, though it has not been proved yet. Rigorous proof of the convergence of the method (as well as the methods in $[40,41]$ ) in the case $k=1$ is still challenging.

### 5.2 Convergence test of Willmore flow

We compute the convergence rate of the proposed method on Willmore flow by using a stationary solution: a sphere with radius $R=2$, over the time interval $T=[0,1]$. To compute the convergence rate, we generate a sequence of meshes with mesh sizes $h_{0} \approx 0.4$ and $h_{m} \approx 2^{-1 / 2} h_{m-1}$. The backward Euler scheme is used for time discretization, and the corresponding time steps are chosen as $t_{0}=0.1$ and $t_{m}=2^{-k / 2} t_{m-1}$ for evolving surface FEM of degree $k$ in space discretization.

The initial values for $H_{h}(\cdot, 0), V_{h}(\cdot, 0), n_{h}(\cdot, 0)$ and $z_{h}(\cdot, 0)$ in (2.5) are set by nodal interpolation of their exact expression in the case of a sphere. Then, $v_{h}(\cdot, 0)$ and $\kappa_{h}(\cdot, 0)$ are solved from (2.5b)-(2.5c) after initializing $V_{h}(\cdot, 0)$ and $n_{h}(\cdot, 0)$.

The $H^{1}$-norm errors between the numerical solution and the exact solution and their convergence rates are presented in Figure 3. When mesh size decreases, the convergence rates of $H^{1}$-norm errors match the theoretical or$\operatorname{der} \mathcal{O}\left(h^{k}\right)$ for $k=2,3$. For $k=1$, the first order convergence rate of $H^{1}$-norm errors can also be obtained in numerical experiment.
5.3 Performance in improving the mesh quality (for mean curvature flow)

We compare the performance of the proposed method (2.2) with the BGN algorithm in [8] by considering the mean curvature flow of a two-dimensional


Fig. 2: The $H^{1}$ errors of geometrical quantities under the mean curvature flow for scheme (2.2) with $k=1,2,3$ at $T=0.4$.
surface with the following initial parameterization:

$$
F(\theta, \varphi):=\left(\begin{array}{c}
\cos \varphi  \tag{5.7}\\
\left(0.6 \cos ^{2} \varphi+0.4\right) \cos \theta \sin \varphi \\
\left(0.6 \cos ^{2} \varphi+0.4\right) \sin \theta \sin \varphi
\end{array}\right), \quad \theta \in[0,2 \pi), \quad \varphi \in[0, \pi]
$$

which is a benchmark example proposed in [33]. It is known that the methods with tangential velocity to improve the mesh quality, including the BGN algorithm in [7-9] and the method with DeTurck's trick [33], can successfully approximate the mean curvature flow with the initial parametrization (5.7), which eventually evolves to a sphere. It is also known that the methods without tangential velocity often fail to approximate this problem well, i.e., the mesh becomes distorted and the nodes become clustered, which make the computation breakdown before the surface evolves to a sphere and necessitate a mesh redistribution method, see [25, Example 4.4].

We present the numerical simulation in Figure 5 by the proposed method in (2.2), or equivalently in (2.9), with a simple linearly implicit time-stepping


Fig. 3: The $H^{1}$ errors of geometrical quantities for a sphere $S^{2}$ with $R=2$ under the Willmore flow for scheme (2.5) with $k=1,2,3$ at $T=1$.
method:

$$
\begin{align*}
\frac{\mathbf{x}^{m+1}-\mathbf{x}^{m}}{\tau_{m}} & =\mathbf{v}^{m+1}  \tag{5.8a}\\
\mathbf{B}\left(\mathbf{x}^{m}, \mathbf{n}^{m}\right) \mathbf{v}^{m+1} & =-\mathbf{M}\left(\mathbf{x}^{m}\right) \mathbf{H}^{m+1}  \tag{5.8b}\\
\mathbf{B}\left(\mathbf{x}^{m}, \mathbf{n}^{m}\right)^{\top} \boldsymbol{\kappa}^{m+1}+\mathbf{A}^{[3]}\left(\mathbf{x}^{m}\right) \mathbf{v}^{m+1} & =\mathbf{0}  \tag{5.8c}\\
\mathbf{M}^{[4]}\left(\mathbf{x}^{m}\right) \frac{\mathbf{u}^{m+1}-\mathbf{u}^{m}}{\tau_{m}}+\mathbf{A}^{[4]}\left(\mathbf{x}^{m}\right) \mathbf{u}^{m+1} & =\mathbf{f}\left(\mathbf{x}^{m}, \mathbf{u}^{m}, \mathbf{v}^{m}\right) \tag{5.8d}
\end{align*}
$$

where the initial triangulation contains 2682 vertices and 5360 elements, and the time step size is chosen as $\tau=0.05 h^{2}$. Since the mean curvature and normal vector field are computed from the discretization (5.8d), the accumulated errors during evolution may make the numerical curvature and normal deviate from the geometrical quantities of the discrete surface. In another word, the fundamental relation (1.1) that links position, mean curvature and normal can be ruined. The incompatibility between the curvature and the position may finally prevent the surface from shrinking to a sphere. To overcome the drawback of the evolution equation during long time simulation, one solution is to start with a better discrete surface approximation with small mesh size so that the errors of the mean curvature, the normal and the position can be well
controlled. Another numerical remedy is to reset the mean curvature and the normal according to the discrete position when the relative error between the numerical curvature and the geometrical one in $L^{2}$ norm reaches a threshold. In this experiment, once the relative error reaches $10 \%$, we reset the data of $H$ and $n$ according to the position of the discrete mesh. For polyhedral surface, we reset the normal $n_{h}^{m}$ at each vertex by the weighted normal introduced in [8] and the mean curvature by solving

$$
\int_{\Gamma_{h}^{m}} H_{h}^{m} \chi_{H}=\int_{\Gamma_{h}^{m}} \nabla_{\Gamma_{h}^{m}} \cdot\left(n_{h}^{m}\right) \chi_{H}, \quad \forall \chi_{H} \in S_{h}[\mathbf{x}] .
$$

For high order discrete surface, we reset the normal and the mean curvature via an $L^{2}$ projection of the geometrical mean curvature and normal of the curved mesh. The re-initialization procedure only modifies the mean curvature and the normal and leaves the discrete position unchanged so that it has little influence in mesh quality. In this example, with a threshold of $10 \%$, we need to perform re-initialization 5 times at $T=0.086,0.0904,0.09086,0.090975$ and 0.090988 .


Fig. 4: Mesh quality of the evolution of a 2-dimensional dumbbell surface (5.7) under the mean curvature flow for the BGN method and (2.2). Re-initialization procedure with a threshold (10\%) is performed when using (2.2).

For comparison, we also present the numerical results computed by the BGN algorithm in Figure 5. We see that the proposed method can successfully approximate the surface until it evolves to a sphere with similar mesh quality as the BGN algorithm. To measure mesh quality, we follow the treatment in $[8, \mathrm{P} .4926]$ and use the indices $r_{a}$ and $r_{h}$ to denote the ratio of the maximal element area to the minimal area and the ratio of the maximal edge length to

(A) $T=0$ with area 6.310 .

(B) BGN at $T=0.08$ with area 0.7319 .

(D) BGN at $T=0.0909924$ with area $1.413 \times 10^{-5}$.

(C) $T=0.08$ with area 0.7371 .

(E) $T=0.0909924$ with area $1.379 \times$ $10^{-5}$.

Fig. 5: Comparison of the proposed method (2.2) with the BGN method in [8] with initial parametrization (5.7). The images are rescaled. Re-initialization procedure with a threshold (10\%) is performed when using (2.2).
the minimal one. The plot of mesh quality during evolution is demonstrated in Figure 4. It is clearly observed that the mesh quality is well preserved, even around the singularity.
5.4 Performance in improving the mesh quality (for surface diffusion of curve)

We consider the evolution of a "flower" shape curve under surface diffusion flow, with initial parametrization

$$
\begin{align*}
& x=[1+0.65 \sin (7 \theta)] \cos \theta, \\
& y=[1+0.65 \sin (7 \theta)] \sin \theta, \quad \text { for } \theta \in[0,2 \pi], \tag{5.9}
\end{align*}
$$

which is a benchmark problem considered in [5,38]. The computation of this problem requires either mesh redistribution or certain tangential velocity to prevent the nodes from clustering.

We solve this problem by the proposed evolving surface FEM in (2.5) with $k=2$ for the system of equations in (1.11) with $Q=0$, which is a reformulation of surface diffusion flow; see [41]. The evolution equations (2.5e)-(2.5f) are fully discretized as follows:

$$
\begin{aligned}
& \int_{\Gamma_{h}^{m}} \frac{H_{h}^{m+1}-H_{h}^{m}}{\tau_{m}} \chi_{H}-\int_{\Gamma_{h}^{m}} \nabla_{\Gamma_{h}^{m}} V_{h}^{m+1} \cdot \nabla_{\Gamma_{h}^{m}} \chi_{H} \\
& \quad-\int_{\Gamma_{h}^{m}}\left(v_{h}^{m} \cdot \nabla_{\Gamma_{h}^{m}} H_{h}^{m+1}-\left|A_{h}^{m}\right|^{2} V_{h}^{m+1}\right) \chi_{H}=0, \\
& \int_{\Gamma_{h}^{m}} \frac{n_{h}^{m+1}-n_{h}^{m}}{\tau_{m}} \cdot \chi_{n}-\int_{\Gamma_{h}^{m}} \nabla_{\Gamma_{h}^{m}} z_{h}^{m+1} \cdot \nabla_{\Gamma_{h}^{m}} \chi_{n} \\
& \quad-\int_{\Gamma_{h}^{m}}\left(v_{h}^{m} \cdot \nabla_{\Gamma_{h}^{m}} n_{h}^{m+1}+\left(H_{h}^{m} A_{h}^{m}-\left(A_{h}^{m}\right)^{2}\right) z_{h}^{m+1}\right) \cdot \chi_{n} \\
& =2 \int_{\Gamma_{h}^{m}}\left(A_{h}^{m} \nabla_{\Gamma_{h}^{m}} H_{h}^{m}\right) \cdot\left(\nabla_{\Gamma_{h}^{m}} \chi_{n} n_{h}^{m}\right) \\
& \quad+\int_{\Gamma_{h}^{m}}\left(\left|\nabla_{\Gamma_{h}^{m}} H_{h}^{m}\right|^{2} n_{h}^{m}+\left(A_{h}^{m}\right)^{2} \nabla_{\Gamma_{h}^{m}} H_{h}^{m}\right) \cdot \chi_{n} .
\end{aligned}
$$

In this case, both the mean curvature and the normal vector of the initial curve change rapidly at the concave corners, bringing great difficulty to accurately compute $H_{h}$ and $n_{h}$ via (2.5f)- $(2.5 \mathrm{~g})$ for long time evolution. To resolve this problem, we generate a fine initial mesh with 5040 nodes. A small mesh size is crucial to obtaining accurate mean curvature and normal via the evolving equations so that no re-initialization procedure is needed during evolution. As for the initial data of $H_{h}$ and $n_{h}$, we use an $L^{2}$ projection of the corresponding geometrical quantities of the discrete mesh by virtue of the curved element. Moreover, we use variable time step $\left(\tau=10^{-3} T_{i}\right.$ for $t \in\left[T_{i-1}, T_{i}\right]$ with $T_{i}=10^{i}$ and $i=-12, \cdots,-4)$ to resolve the rapid smoothing process of $H$ and $n$. Afterwards, a uniform time step $\tau=10^{-6}$ is used for $t \in\left[10^{-4}, 8 \times 10^{-3}\right]$.

The numerical simulation of the "flower" shape curve driven by surface diffusion is presented in Figure 6 at $T=0,10^{-5}, 10^{-4}, 10^{-3}$ with local magnification to show details of node distribution. The initial discrete curve has smaller mesh size around the concave corners. As shown in the subplots (F), $(\mathrm{G}),(\mathrm{H})$ in Figure 6, which are of the same scale, the nodes around the concave corner become almost equidistributed at $T=10^{-3}$. For long time evolution, the evolving curves at $T=0.003,0.005,0.006$ and 0.008 are presented in the third row of Figure 6 to show the final stationary shape, which is a circle. The mesh quality measured by the ratio of the longest edge length to the shortest one is presented in the last plot of Figure 6. It demonstrates that the proposed method can yield approximations with good mesh quality in this benchmark problem, which in the case of no tangential velocity, will lead to clustering of nodes and breakdown of computation.


Fig. 6: Evolution of the "flower" shape curve driven by surface diffusion. In the first two rows, we present the evolving curves at $T=0,10^{-5}, 10^{-4}, 10^{-3}$, and locally magnify the node distribution around the corner at $\theta=3 \pi / 14$ (see (5.9)). The last picture shows that the mesh quality $r_{h}$ is well preserved during evolution.
5.5 Performance in improving the mesh quality (for Willmore flow of surface)

We consider the evolution of a "cell" shape surface under Willmore flow, see also [9,41]. In this experiment, the initial hypersurface is parameterized by

$$
F(\theta, \varphi):=\left(\begin{array}{c}
2 \cos \varphi \cos \theta \\
2 \cos \varphi \sin \theta \\
\left(1-0.7\left(\cos ^{2} \varphi-1\right)^{2}\right) \sin \varphi
\end{array}\right), \quad \theta \in[0,2 \pi), \quad \varphi \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]
$$

which is generated by rotating a profile curve in $x$-z plane around $z$-axis. In Figure 7(A), we present the initial profile curve and the rotational surface


Fig. 7: Evolution of the "cell" shape surface driven by Willmore flow. We show the evolving surfaces and their profile curves in $\mathrm{x}-\mathrm{z}$ plane at $T=0,0.3,1,1.5$. In the last plot, we present the mesh quality measured by $r_{a}$ and $r_{h}$ during evolution.
which has 3008 elements and 1506 vertices. In this experiment, we use the evolving surface FEM with $k=2$ in space and a uniform time step $\tau=10^{-3}$. The initial data of $H_{h}, n_{h}, V_{h}$ and $z_{h}$ are set by interpolating the analytic expressions according to the initial parameterization.

In Figure 7, we show four screenshots of the evolving surface and their profile curves at $T=0,0.3,1,1.5$. It is observed that at $T=1$, the surface almost becomes a sphere and stays stationary afterwards. The last plot in Figure 7 demonstrates the preservation of mesh quality during evolution.

## 6 Conclusion

In this article, we have introduced an artificial tangential velocity, which is constructed by considering a limiting situation in the BGN method [7-9], into the KLL formulations of mean curvature flow and Willmore flow [40, 41]. We have proved optimal-order $H^{1}$-norm convergence of the proposed method with finite elements of degree $k \geqslant 2$ for both mean curvature flow and Willmore flow. The numerical tests show that the proposed evolving surface FEM with finite elements of degree $k \geqslant 1$ has $k$ th-order convergence. The rigorous proof for the case $k=1$ still remains open. The numerical simulations in this article show that the proposed method performs well and improves the mesh quality for some benchmark examples.
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## Appendix: $\mathbf{L}^{2}$ projection of products of finite element functions

In this appendix, we prove the following results for any two finite element functions $w_{1}, w_{2} \in S_{h}\left[\mathbf{x}^{*}\right]$.

## Lemma A

$$
\begin{align*}
& \left\|w_{1} w_{2}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h^{2}\left\|w_{1}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|w_{2}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}  \tag{A.1}\\
& \left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|w_{1}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|w_{2}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \tag{A.2}
\end{align*}
$$

Inequalities (A.1)-(A.2) imply that the $L^{2}$ projection of a product $w_{1} w_{2}$ (of finite element functions) approximates itself with some kind of superconvergence. These results are known for finite element functions on the Euclidean space, but need to be proved for surface finite elements. These estimates can also be extended to product of three functions by a similar proof, e.g.,

$$
\begin{align*}
& \left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2} w_{3}-P_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2} w_{3}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|w_{1}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|w_{2}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|w_{3}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \tag{A.3}
\end{align*}
$$

Remark A. 1 From the following proof we see that the $L^{2}$ projection in (A.1)(A.2) can be changed to interpolation, i.e.,

$$
\begin{align*}
& \left\|w_{1} w_{2}-I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2}\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h^{2}\left\|w_{1}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|w_{2}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}  \tag{A.4}\\
& \left\|\nabla_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2}-I_{\Gamma_{h}\left[\mathbf{x}^{*}\right]}\left(w_{1} w_{2}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \\
& \leq C h\left\|w_{1}\right\|_{H^{1}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)}\left\|w_{2}\right\|_{W^{1, \infty}\left(\Gamma_{h}\left[\mathbf{x}^{*}\right]\right)} \tag{A.5}
\end{align*}
$$

Proof (Proof of Lemma A) We take the piecewise linear interpolated surface $\Gamma_{h}^{1}=\Gamma_{h}^{1}\left[\mathbf{x}^{*}\right]$ as a bridge to transform the classical results on Euclidean space to the high-order piecewise polynomial surfaces $\Gamma_{h}^{k}=\Gamma_{h}\left[\mathbf{x}^{*}\right]$ of degree $k$. To this end, we recall the following construction of the piecewise polynomial surface $\Gamma_{h}^{k}$ of degree $k$ as well as the isoparametric finite element space on $\Gamma_{h}^{k}$; see [23].

As discussed in Section 2.4, we assume that $h$ is sufficiently small so that there exists a lift mapping $a: \Gamma_{h}^{1} \rightarrow \Gamma$ along the normal direction of $\Gamma$. Let
$S_{h}^{k}\left(\Gamma_{h}^{1}\right)$ be the finite element space of degree $k$ on the piecewise linear surface $\Gamma_{h}^{1}$. Then $\Gamma_{h}^{k}$ is defined as $a_{k}\left(\Gamma_{h}^{1}\right)$ where $a_{k}$ is the finite element interpolation of $a$ in $S_{h}^{k}\left(\Gamma_{h}^{1}\right)^{3}$. The push forward by $a_{k}$ defines a lift from $\Gamma_{h}^{1}$ to $\Gamma_{h}^{k}$, denoted by a superscript $\ell_{k}$. For any function $\varphi$ on $\Gamma_{h}^{1}$ we can define its lift $\varphi^{\ell_{k}}$ as a function on $\Gamma_{h}^{k}$ satisfying the relation $\varphi^{\ell_{k}} \circ a_{k}=\varphi$. The isoparametric finite element spaces on $\Gamma_{h}^{k}$ is defined through the lift, i.e.,

$$
\begin{equation*}
S_{h}\left(\Gamma_{h}^{k}\right)=S_{h}\left(\Gamma_{h}^{1}\right)^{\ell_{k}}=\left\{v \in H^{1}\left(\Gamma_{h}^{k}\right): v \circ a_{k} \in S_{h}^{k}\left(\Gamma_{h}^{1}\right)\right\} . \tag{A.6}
\end{equation*}
$$

The following norm equivalence results induced by $\ell_{k}$ are shown in [23]: For $w \in W^{1, p}\left(\Gamma_{h}^{k}\right)$ and $1 \leq p \leq \infty$,

$$
\begin{align*}
& C_{0}^{-1}\|w\|_{L^{p}\left(\Gamma_{n}^{k}\right)} \leq\left\|w \circ a_{k}\right\|_{L^{p}\left(\Gamma_{n}^{1}\right)} \leq C_{0}\|w\|_{L^{p}\left(\Gamma_{n}^{k}\right)},  \tag{A.7}\\
& C_{1}^{-1}\left\|\nabla_{\Gamma_{h}^{k}} w\right\|_{L^{p}\left(\Gamma_{n}^{k}\right)} \leq \| \nabla_{\Gamma_{h}^{1}\left(w \circ a_{k}\right)\left\|_{L^{p}\left(\Gamma_{n}^{1}\right)} \leq C_{1}\right\| \nabla_{\Gamma_{h}^{k}} w \|_{L^{p}\left(\Gamma_{n}^{k}\right)} .} . \tag{A.8}
\end{align*}
$$

For a curved triangle $\tilde{T}$ of the piecewise polynomial surface $\Gamma_{h}^{k}$, we adopt the standard notation for the Sobolev space $W^{k, p}(\tilde{T})$ of functions possessing up to $k$ th-order tangential derivatives in $L^{p}(\tilde{T})$, as defined in [31, Definition 2.11]. Let $T$ be the corresponding flat triangle on $\Gamma_{h}^{1}$ such that $\tilde{T}=a_{k}(T)$. Then the following results hold (see [23, (2.20)]):

$$
\begin{equation*}
\left\|\nabla_{\Gamma_{h}^{1}}^{j}\left(w \circ a_{k}\right)\right\|_{L^{p}(T)} \leq C_{j} \sum_{1 \leq m \leq j}\left\|\nabla_{\Gamma_{h}^{k}}^{m} w\right\|_{L^{p}(\tilde{T})} \quad \text { for } \quad 1 \leq j \leq k \tag{A.9}
\end{equation*}
$$

The finite element interpolation $\tilde{I}_{h}^{k}: C\left(\Gamma_{h}^{k}\right) \rightarrow S_{h}\left(\Gamma_{h}^{k}\right)$ is defined as

$$
\tilde{I}_{h}^{k} w=\left(I_{h}^{k}\left(w \circ a_{k}\right)\right)^{\ell_{k}}
$$

where $I_{h}^{k}: C\left(\Gamma_{h}^{1}\right) \rightarrow S_{h}\left(\Gamma_{h}^{1}\right)$ is the piecewise polynomial interpolation of degree $k$ on the piecewise flat triangular surface $\Gamma_{h}^{1}$ interpolating $\Gamma$. This implies that

$$
\begin{equation*}
w-\tilde{I}_{h}^{k} w=\left(w \circ a_{k}-I_{h}^{k}\left(w \circ a_{k}\right)\right)^{\ell_{k}} \tag{A.10}
\end{equation*}
$$

Therefore, for the $L^{2}$ projection $P_{\Gamma_{h}^{k}}: H^{1}\left(\Gamma_{h}^{k}\right) \rightarrow S_{h}\left(\Gamma_{h}^{k}\right)$, we obtain the following estimates for $w_{1}, w_{2} \in S_{h}\left(\Gamma_{h}^{k}\right)$ :

$$
\begin{align*}
& \left\|w_{1} w_{2}-P_{\Gamma_{h}^{k}}\left(w_{1} w_{2}\right)\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)} \\
& \leq\left\|w_{1} w_{2}-\tilde{I}_{h}^{k}\left(w_{1} w_{2}\right)\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)} \\
& \leq C\left\|\left(w_{1} w_{2}\right) \circ a_{k}-I_{h}^{k}\left(\left(w_{1} w_{2}\right) \circ a_{k}\right)\right\|_{L^{2}\left(\Gamma_{h}^{1}\right)} \\
& \leq C h^{k+1}\left|\left(w_{1} w_{2}\right) \circ a_{k}\right|_{H_{h}^{k+1}\left(\Gamma_{h}^{1}\right)} \\
& \leq C h^{k+1} \sum_{T \in \mathcal{T}_{h}} \sum_{i=0}^{k+1}\left\|\nabla_{\Gamma_{h}^{1}}^{i}\left(w_{1} \circ a_{k}\right)\right\|_{L^{2}(T)}\left\|\nabla_{\Gamma_{h}^{1}}^{k+1-i}\left(w_{2} \circ a_{k}\right)\right\|_{L^{\infty}(T)}  \tag{A.11}\\
& \leq C h^{k+1} \sum_{T \in \mathcal{T}_{h}} \sum_{i=1}^{k}\left\|\nabla_{\Gamma_{h}^{1}}^{i}\left(w_{1} \circ a_{k}\right)\right\|_{L^{2}(T)}\left\|\nabla_{\Gamma_{h}^{1+1}}^{k+i}\left(w_{2} \circ a_{k}\right)\right\|_{L^{\infty}(T)}  \tag{A.12}\\
& \leq C h^{2}\left\|w_{1}\right\|_{H^{1}\left(\Gamma_{h}^{k}\right)}\left\|w_{2}\right\|_{W^{1, \infty}\left(\Gamma_{h}^{k}\right)}, \tag{A.13}
\end{align*}
$$

where (A.12) utilizes the property that $w_{1} \circ a_{k}$ and $w_{2} \circ a_{k}$ are polynomials of degree $k$, i.e.,

$$
\nabla_{\Gamma_{h}^{1}}^{k+1}\left(w_{1} \circ a_{k}\right)=\nabla_{\Gamma_{h}^{1}}^{k+1}\left(w_{2} \circ a_{k}\right)=0,
$$

and (A.13) uses the inverse inequality and the norm equivalence relations in (A.8). The transformation from curved triangles to flat triangles in the above argument is essential.

The tangential gradient of the $L^{2}$ projection error can also be transformed to the piecewise flat surface $\Gamma_{h}^{1}$ as follows:

$$
\begin{aligned}
& \left\|\nabla_{\Gamma_{n}^{k}}\left(w-P_{\Gamma_{h}^{k}} w\right)\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)} \\
& \leq\left\|\nabla_{\Gamma_{h}^{k}}\left(w-\tilde{I}_{h}^{k} w\right)\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)}+\left\|\nabla_{\Gamma_{h}^{k}}\left(\tilde{I}_{h}^{k} w-P_{\Gamma_{h}^{k}} w\right)\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)} \\
& \leq\left\|\nabla_{\Gamma_{h}^{k}}\left(w-\tilde{I}_{h}^{k} w\right)\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)}+C h^{-1}\left\|\tilde{I}_{h}^{k} w-P_{\Gamma_{h}^{k}} w\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)} \\
& \leq\left\|\nabla_{\Gamma_{h}^{k}}\left(w-\tilde{I}_{h}^{k} w\right)\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)}+C h^{-1}\left\|\tilde{I}_{h}^{k} w-w\right\|_{L^{2}\left(\Gamma_{h}^{k}\right)} \\
& \leq C\left\|\nabla_{\Gamma_{h}^{1}}\left(w \circ a_{k}-I_{h}^{k}\left(w \circ a_{k}\right)\right)\right\|_{L^{2}\left(\Gamma_{h}^{1}\right)}+C h^{-1}\left\|w \circ a_{k}-I_{h}^{k}\left(w \circ a_{k}\right)\right\|_{L^{2}\left(\Gamma_{h}^{1}\right)} .
\end{aligned}
$$

Then, by repeating the arguments in the proof of (A.13), we obtain (A.2).
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