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Abstract. Finite element methods and kinematically coupled schemes that decouple the fluid velocity
and structure displacement have been extensively studied for incompressible fluid-structure interaction (FSI)
over the past decade. While these methods are known to be stable and easy to implement, optimal error
analysis has remained challenging. Previous work has primarily relied on the classical elliptic projection
technique, which is only suitable for parabolic problems and does not lead to optimal convergence of numerical
solutions for the FSI problems in the standard L2 norm. In this article, we propose a new stable fully-discrete
kinematically coupled scheme for incompressible FSI thin-structure model and establish a new approach
for the numerical analysis of FSI problems in terms of a newly introduced coupled non-stationary Ritz
projection, which allows us to prove the optimal-order convergence of the proposed method in the L2 norm.
The methodology presented in this article is also applicable to numerous other FSI models and serves as a
fundamental tool for advancing research in this field.
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1. Introduction. There has been increasing interest in studying fluid-structure inter-
action due to its diverse applications in many areas [12,18,25,31,34]. Numerical simulations
are crucial in this field, and over the past two decades, numerous efforts have been devoted
to developing efficient numerical algorithms and analysis methods.

This paper focus on a commonly-used academic model problem, where an incompress-
ible fluid interacts with thin structure described by some lower-dimensional, linearly elastic
model (such as membranes in 3D, strings in 2D). This thin-structure interaction model is
described by the following equations

ρf∂tu− div σσσ(u, p) = 0, in (0, T )× Ω,

divu = 0, in (0, T )× Ω,

u(0, ·) = u0(x), on Ω,

(1.1)


ρsϵs∂tt ηηη − Lsηηη = −σσσ(u, p)n, in (0, T )× Σ,

ηηη(0, x) = ηηη0(x), on Σ,

∂t ηηη(0, x) = u0(x), on Σ

(1.2)

with the kinematic interface condition
∂tηηη = u on (0, T )× Σ (1.3)

and certain inflow and outflow conditions at Σl and Σr; see Figure 1.1. The unknown
solutions in (1.1) –(1.3) are fluid velocity u, fluid pressure p and structure displacement ηηη.
The following notations are also used in the model:

ϵs: The thickness of the structure.
µ: The fluid viscosity.
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ρf : The fluid density.
ρs: The structure density.
n: The outward normal vector on ∂Ω.
σσσ(u, p) = −pI + 2µD(u): The fluid stress tensor.
D(u) = 1

2 (∇u+ (∇u)T ): The strain-rate tensor.
Ls: An elliptic differential operator on Σ, such as Ls = −I+∆s,

where ∆s is the Laplace-Beltrami operator on Σ.

Ω

Σ

Σ

Σl Σr

Fig. 1.1. The computational domain in the thin-structure interaction problem

In general, two strategies can be employed to construct numerical schemes for solving
fluid-structure interaction problems. Monolithic algorithms solve a fully coupled system,
which can be expensive for complex fluid-structure problems. Various studies have focused
on the numerical simulation and analysis of monolithic algorithms, as can be found in [24,
26–29, 32, 34]. Alternatively, the fluid and structure sub-problems can be solved separately
by partitioned type schemes. A strongly-coupled partitioned scheme often requires extra
iterations for the sub-problems at each time step to obtain the solution which at convergence
coincides with the monolithic one [13, 34], while the extra iterations are not needed in
loosely-coupled partitioned schemes. However, the stability is a key issue for loosely-coupled
partitioned schemes, which may be hard to be ensured for highly added mass effect problems
such as hemodynamics (e.g. [11]). The development and study of stable loosely-coupled
partitioned schemes have been an active area of research (e.g. [2, 4, 14,20,21]).

Among those loosely-coupled partitioned schemes, the kinematically coupled scheme
is the most popular one due to its modularity, stability, and ease of implementation. The
scheme was first studied in [21] for the fluid-structure interaction problems and subsequently
by numerous researchers [6, 8, 9, 33, 35]. However, the analysis of kinematically coupled
schemes has been challenging due to the specific coupling of two distinct physical phenomena.
In [15], Fernandez proposed an incremental displacement-correction scheme, which proved
to be stable, and the following energy-norm error estimate was established using piecewise
polynomials of degree k for both un

h and ηηηnh in (1.4), i.e.,

∥un − un
h∥L2(Ω) +

( n∑
m=1

τ∥um − um
h ∥2f

) 1
2

+ ∥un − un
h∥L2(Σ) + ∥ηηηn − ηηηnh∥s ≤ C(τ + hk).

(1.4)
The above estimate is optimal only for the velocity in the weak H1-norm (more precisely,
L2(H1)-norm) and not optimal in L2-norm. Several different schemes were investigated,
and similar error estimates, such as those given in [8, 35], were provided. The kinematic
coupling has been extended to other applications, such as composite structures and non-
Newtonian flow [7, 33], by many researchers. Additionally, a fully discrete loosely coupled
Robin-Robin scheme for thick structures was proposed in [10], where they showed that the
error estimate in the same energy norm as in (1.4) is in the order of O(

√
τ + h) for k = 1.

Recently, a splitting scheme was proposed in [1] for the fluid-structure interaction problem
with immersed thin-walled structures. The scheme was proved to be unconditionally stable,
and a suboptimal L2-norm error estimate was presented.
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Optimal L2-norm error estimates play a crucial role in both theoretical analysis of
algorithms and development of novel algorithms for practical applications. However, to the
best of our knowledge, such results have not been established due to the lack of properly
defined Ritz projections for fluid-structure interaction problems. This is in contrast to the
error analysis of finite element methods for parabolic equations, where the Ritz projections
have been well defined since the early work of Wheeler [37]. For instance, for the heat
equation ∂tu − ∆u = f , the Ritz projection is a finite element function Rhu that satisfies
the weak formulation:∫

Ω

∇(u−Rhu) · ∇vhdx = 0 for all finite element functions vh. (1.5)

With this projection Rh, the error of the finite element solution can be decomposed into two
parts:

u− uh = (u−Rhu) + (Rhu− uh).

In the analysis of the second part, the pollution from the approximation of the diffusion
term is not involved, thus enabling the establishment of an optimal-order error estimate
for ∥Rhu− uh∥L2(Ω). The optimal estimate for ∥u− uh∥L2(Ω) can be derived from the fact
that the projection error ∥u−Rhu∥L2(Ω) is also of optimal order. However, formulating and
determining optimal L2-norm error estimates for a suitably defined Ritz projection in fluid-
structure interaction systems remains a challenge. The standard elliptic Ritz projection for
the Stokes equations, while widely employed for obtaining error estimates in the energy norm,
no longer produces optimal L2-norm error estimates for such fluid-structure interaction
systems; see [1, 8, 15,28,35].

In this article, we propose a new kinematically coupled scheme which decouples (u, p)
and ηηη for solving the thin-structure interaction problem, and demonstrate its unconditional
stability for long-time computation. More importantly, we establish an optimal L2-norm
error estimate for the proposed method, i.e.,

∥un − un
h∥L2(Ω) + ∥un − un

h∥L2(Σ) + ∥ηηηn − ηηηnh∥L2(Σ) ≤ C(τ + hk+1) , (1.6)
by developing a new framework for the numerical analysis of fluid-structure interaction
problems in terms of a newly introduced coupled non-stationary Ritz projection, which is
defined as a triple of finite element functions (Rhu, Rhp,Rhηηη) satisfying a weak formulation
plus a constraint condition (Rhu)|Σ = ∂tRhηηη on Σ× [0, T ]. This is equivalent to solving an
evolution equation of Rhηηη under some initial condition Rhηηη(0). Moreover, the dual problem
of the non-stationary Ritz projection, required in the optimal L2-norm error estimates for
the fluid-structure interaction problem, is a backward initial-boundary value problem

−Lsϕϕϕ+ ϕϕϕ = ∂tσσσ(ϕϕϕ, q)n+ f on Σ× [0, T ) (the boundary condition) (1.7a)
−∇ · σ(ϕϕϕ, q) + ϕϕϕ = 0 in Ω× [0, T ) (1.7b)

∇ · ϕϕϕ = 0 in Ω× [0, T ) (1.7c)
σσσ(ϕϕϕ, q)n = 0 at t = T (the initial condition). (1.7d)

which turns out to be equivalent to a backward evolution equation of ξξξ = σσσ(ϕϕϕ, q)n, i.e.,
−LsN ξξξ +N ξξξ − ∂tξξξ = f on Σ× [0, T ), with initial condition ξξξ(T ) = 0, (1.8)

where N : H− 1
2 (Σ)d → H

1
2 (Σ)d is the Neumann-to-Dirichlet map associated to the Stokes

equations. By choosing a well-designed initial value Rhηηη(0) and utilizing the regularity
properties of the dual problem (1.7), which are shown by analyzing the equivalent formu-
lation in (1.8), we are able to establish optimal L2 error estimates for the non-stationary
Ritz projection and, subsequently, optimal L2-norm error estimates for the finite element
solutions of the thin-structure interaction problem.

The rest of this article is organized as follows. In Section 2, we introduce a kinemati-
cally coupled scheme and present our main theoretical results on the unconditional stability
and optimal L2-norm error estimates of the scheme. We focus on a first-order kinematically
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coupled time-stepping method and the class of H1-conforming inf-sup stable finite element
spaces, including the classical Taylor–Hood and MINI elements. In Section 3, we introduce
a new non-stationary coupled Ritz projection and present the corresponding projection error
estimates (with its proof deferred to Section 4). Then we establish unconditionally stabil-
ity and optimal L2-norm error estimates for the fully discrete finite element solutions by
utilizing the error estimates for the non-stationary coupled Ritz projection. Section 4 is
devoted to the proof of the error estimates of the non-stationary coupled Ritz projection.
We present a well-designed initial value of the projection and the corresponding error esti-
mates based on duality arguments on the thin solid structure. In Section 5, we provide three
numerical examples to support the theoretical analysis presented in this article. The first
example illustrates the optimal L2-norm convergence of the proposed fully-discrete kinemat-
ically coupled scheme. The second example demonstrates the simulation of certain physical
features, which are consistent with previous works. The third example is the 3D simulation
of common cardiac arteries in hemodynamics.

2. Notations, assumptions and main results. In this section, we propose a stable
fully-discrete kinematically coupled FEM for the FSI problem (1.1)–(1.3). Then, we present
main theoretical results in this work.

2.1. Notation and weak formulation. Some standard notations and operators are
defined below. For any two function u, v ∈ L2(Ω), we denote the inner products and norms
of L2(Ω) and L2(Σ) by

(u, v) =

∫
Ω

u(x)v(x) dx, ∥u∥2 := (u, u),

(w, ξ)Σ =

∫
Σ

w(x)ξ(x) dx, ∥w∥2Σ := (w,w)Σ.

We assume that Ω ⊂ Rd (d = 2, 3) is a bounded domain with ∂Ω = Σl ∪ Σr ∪ Σ, where
Σ denotes the fluid-structure interface, Σl and Σr are two disks (or lines in 2-dimensional
case) denoting the inflow and outflow boundary. Moreover, Σr = {(x, y, z + L) : (x, y, z) ∈
Σl for some L > 0}.

For the simplicity of analysis, we consider the problem with the periodic boundary
condition on Σl and Σr. Assume that the extended domains Ω∞ and Σ∞ are smooth, where

Ω∞ := {(x, y, z) : ∃k ∈ Z such that (x, y, z + Lk) ∈ Ω ∪ Σl},
Σ∞ := {(x, y, z) : ∃k ∈ Z such that (x, y, z + Lk) ∈ Σ}.

We say a function f defined in Ω∞ is periodic if
f(x, y, z) = f(x, y, z + kL) ∀(x, y, z) ∈ Ω ∪ Σl ∀ k ∈ Z.

The space of periodic smooth functions on Ω∞ is denoted as C∞(Ω∞). The periodic Sobolev
spaces Hs(Ω) and Hs(Σ), with s ≥ 0, are defined as

Hs(Ω) := The closure of C∞(Ω∞) under the conventional norm of Hs(Ω),

Hs(Σ) := The closure of C∞(Σ∞) under the conventional norm of Hs(Σ),

which are equivalent to the Sobolev spaces by considering Ω and Σ as tori in the z direction.
The dual spaces of Hs(Ω) and Hs(Σ) are denoted by H−s(Ω) and H−s(Σ), respectively.

We define the following function spaces associated to velocity, pressure and thin struc-
ture, respectively:

X(Ω) := H1(Ω)d, Q(Ω) := L2(Ω), S(Σ) := H1(Σ)d.

Correspondingly, we define the following bilinear forms:
af (u,v) : = 2µ(D(u),D(v)) for u,v ∈ X(Ω), (2.1)
b(p,v) : = (p, ∇ · v) for v ∈ X(Ω) and p ∈ Q(Ω), (2.2)

as(ηηη,w) : = (−Lsηηη,w)Σ for ηηη,w ∈ S(Σ).
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We assume that Ls is a second-order differential operator on Σ satisfying the following
conditions:

∥Lsw∥Hk(Σ) ≤ C∥w∥Hk+2(Σ) ∀w ∈ Hk(Σ)d, ∀k ≥ −1, k ∈ R, (2.3)
as(ηηη,w) = as(w, ηηη) and as(ηηη, ηηη) ≥ 0 ∀ηηη ∈ H1(Σ)d, (2.4)
∥ηηη∥s + ∥ηηη∥Σ ∼ ∥ηηη∥H1(Σ) for ∥ηηη∥s :=

√
as(ηηη, ηηη). (2.5)

In addition, we denote ∥u∥f :=
√
(D(u),D(u)) and mention that the following norm equiv-

alence holds (according to Korn’s inequality):
∥u∥f + ∥u∥ ∼ ∥u∥H1(Ω).

For the simplicity of notations, we denote by ∥v∥LpX the Bochner norm (or semi-norm)
defined by

∥v∥LpX :=


(∫ t=T

t=0
∥v(t, ·)∥pXdt

)1/p
1 ≤ p <∞

supt∈[0,T ] ∥v(t, ·)∥X p = ∞,

where ∥·∥X is any norm or semi-norm in space, such as ∥·∥f , ∥·∥s or ∥·∥L2(Σ). The following
conventional notations will be used: ∥ · ∥X := ∥ · ∥X(Ω), ∥ · ∥ := ∥ · ∥L2(Ω), ∥ · ∥Σ := ∥ · ∥L2(Σ)

and ∥ · ∥f := ∥ · ∥Hf
, ∥ · ∥s := ∥ · ∥Hs

.
For smooth solutions of (1.1)–(1.3), one can verify that (via integration by parts) the

following equations hold for all test functions (v, q,w) ∈ X×Q× S with v|Σ = w:
∂tηηη = u on Σ,

ρf (∂tu,v) + af (u,v)− b(p,v) + b(q,u) + ρsϵs(∂ttηηη, w)Σ + as(ηηη,w) = 0. (2.6)

2.2. Regularity assumptions. To establish the optimal error estimates for the finite
element solutions to the thin-structure interaction problem, we need to use the following
regularity results.

• We assume that the domain Ω is smooth so that the the solution (u, p, ηηη) of the
fluid-structure interaction problem (1.1)–(1.3) is sufficiently smooth.

• The weak solution (ωωω, λ) ∈ H1(Ω)d × L2(Ω) of the Stokes equations
−∇ · σσσ(ωωω, λ) + ωωω = f

∇ · ωωω = 0

has the following regularity estimates:
∥ωωω∥Hk+3/2 + ∥λ∥Hk+1/2 ≤ C∥f∥Hk−1/2 + ∥σσσ(ωωω, λ) · n∥Hk(Σ) for k ≥ −1/2, k ∈ R,

(2.7)
∥ωωω∥Hk+1/2 + ∥λ− λ̄∥Hk−1/2 ≤ C∥f∥Hk−3/2 + ∥ωωω∥Hk(Σ) for k ≥ 1/2, k ∈ R,

(2.8)
where λ̄ := 1

|Ω|
∫
Ω
λ is the mean value of λ over Ω. The estimates in (2.7) and

(2.8) correspond to the Neumann and Dirichlet boundary conditions, respectively;
see [19, Theorem IV.6.1] for a proof of (2.8) in smooth domains, with a similar
approach as in [19, Chapter IV] one can prove (2.7). We also refer to [23, Theorem
4.15] for a proof of (2.7) in the case of polygonal domain.

• We assume that operator Ls possesses the following elliptic regularity: The weak
solution ξξξ ∈ H1(Σ)d of the equation (in the weak formulation)

as(ξξξ,w) + (ξξξ,w)Σ = (g,w)Σ ∀w ∈ H1(Σ)d,

has the following regularity estimate:
∥ξξξ∥H2+k(Σ) ≤ C∥g∥Hk(Σ) for k ≥ −1, k ∈ R. (2.9)

2.3. Assumptions on the finite element spaces. Let Th denote a quasi-uniform
partition on Ω with Ω =

⋃
K∈Th

K. Each K is a curvilinear polyhedron/polygon with
diam(K) ≤ h. All boundary faces of Th on Σ form a partition Th(Σ), Σ =

⋃
D∈Th(Σ)D. All
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boundary faces of Th on Σl or Σr form a partition for Σl or Σr, respectively, and these two
partitions coincide after shifting L in z-direction. To approximate the weak form (2.6) by
finite element method, we assume that there are finite element spaces (Xr

h,S
r
h, Q

r−1
h ) on Th

(where r ≥ 1) with the following properties.

• (A1) Xr
h ⊆ X, Sr

h ⊆ S and R ⊆ Qr−1
h ⊆ Q, with Sr

h = {vh|Σ : vh ∈ Xr
h}.

• (A2) For Xr
h and Qr−1

h , the following local inverse estimate holds on each K ∈ Th
for 0 ≤ l ≤ k, 1 ≤ p, q ≤ ∞:

∥vh∥Wk,p(K) ≤ Ch−(k−l)+(d/p−d/q)∥vh∥W l,q(K) ∀vh ∈ Xr
h or Qr−1

h , (2.10)
For Sr

h, the following global inverse estimate holds:
∥wh∥Hs(Σ) ≤ Chk−s∥wh∥Hk(Σ) ∀wh ∈ Sr

h; ∀ k, s ∈ R with 0 ≤ k ≤ s ≤ 1.
(2.11)

• (A3) There are interpolation/projection operators IXh : X → Xr
h and IQh : Q →

Qr−1
h which have the following local Lp approximation properties on each K ∈ Th,

for all 1 ≤ p ≤ ∞:
∥IXh u− u∥Lp(K) + h∥IXh u− u∥W 1,p(K) ≤ Chk+1∥u∥Wk+1,p(∆K) ∀ 0 ≤ k ≤ r,

(2.12a)
∥IQh p− p∥Lp(K) ≤ Chk+1∥p∥Wk+1,p(∆K) ∀ 0 ≤ k ≤ r − 1,

(2.12b)
where ∆K is the macro element including all the elements which have a common
vertex with K. And there is an interpolation/projection operator ISh : S → Sr

h

satisfying (IXh u)|Σ = ISh (u|Σ) for all u ∈ X with u|Σ ∈ S. Moreover, we require the
following optimal order error estimate

∥IShw −w∥Σ + h∥IShw −w∥H1(Σ) ≤ Chk+1∥w∥Hk+1
h (Σ) ∀0 ≤ k ≤ r, (2.13)

where ∥ · ∥Hk+1
h (Σ) is the piecewise Hk+1-norm associated with partition Th(Σ). We

will use Ih to denote one of the operators IXh , ISh and IQh when there is no confusion.
• (A4) Let X̊r

h := {vh ∈ Xr
h : vh|Σ = 0} and Qr−1

h,0 := {qh ∈ Qr−1
h : qh ∈ L2

0(Ω)}.
The following inf-sup condition holds:

∥qh∥≤ C sup
0 ̸=vh∈X̊r

h

(div vh, qh)

∥vh∥H1

∀qh ∈ Qr−1
h,0 (2.14)

Remark 2.1. Examples of finite element spaces which satisfy Assumptions (A1)–(A4)
include the Taylor–Hood finite element space with IXh , IQh and ISh being the Scott–Zhang
interpolation operators onto Xr

h, Qr−1
h and Sr

h respectively. We refer to [5, Section 4.8]
and the references therein for the details on construction and properties of Scott-Zhang
interpolation, and refer to [3, Section 8.8] for a proof of (2.14) for the Taylor-Hood finite
element spaces. The following properties are consequences of the assumptions (A1)–(A4).

1. From (A2) and (A3) we can derive the following estimate for vh ∈ Xr
h:

∥D(vh)n∥Σ =
( ∑

D∈Th(Σ)

∥D(vh)n∥2L2(D)

)1/2
≤ C

( ∑
D∈Th(Σ)

hd−1∥vh∥2W 1,∞(K)

)1/2
(K ∈ Th contains D)

≤ C
( ∑

D∈Th(Σ)

h−1∥vh∥2H1(K)

)1/2
≤ Ch−1/2∥vh∥H1 .

Therefore, we can obtain the following inverse estimate for the boundary term
σσσ(vh, qh)n:

∥σσσ(vh, qh)n∥Σ ≤ Ch−1/2(∥vh∥H1 + ∥qh∥). (2.15)
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2. From (A3) and (A4) we can see that when r ≥ 2, the mixed finite element space
(Xr

h, Q
r−1
h ) can be realized by the (r, r−1) Taylor-Hood finite element space. When

r = 1, (X1
h, Q

0
h) can be realized by the MINI element space.

3. From inf-sup condition (2.14), we can deduce the following alternative version of
inf-sup condition (involving H1(Σ)-norm in the denominator)

∥qh∥≤ C sup
0 ̸=vh∈Xr

h

(div vh, qh)

∥vh∥H1 + ∥vh∥H1(Σ)
∀qh ∈ Qr−1

h . (2.16)

An inf-sup condition similar to (2.16) was proved in [38, Lemma 2], though thick
structure problem is considered there. For the reader’s convenience, we present a
proof of (2.16) in the Appendix C of [30].

4. For each wh ∈ Sr
h, we denote by Ehwh ∈ Xr

h an extension such that Ehwh := IXh v,
where v ∈ H1(Ω)d is the extension of wh by trace theorem, satisfying ∥v∥H1 ≤
C∥wh∥H1/2(Σ) and v|Σ = wh. Combining (2.12) with (2.11) we see that

∥Ehwh∥H1 ≤ Ch−1/2∥wh∥Σ. (2.17)
5. Combining (2.12) with (2.15) we have for any uh ∈ Xr

h, ph ∈ Qr−1
h

∥σσσ(u− uh, p− ph)n∥Σ
≤ ∥σσσ(u− Ihu, p− Ihp)n∥Σ + ∥σσσ(Ihu− uh, Ihp− ph)n∥Σ
≤ C(∥u− Ihu∥W 1,∞ + ∥p− Ihp∥L∞) + ∥σσσ(Ihu− uh, Ihp− ph)n∥Σ
≤ Chr + Ch−1/2(∥Ihu− uh∥H1 + ∥Ihp− ph∥)
≤ Chr−1/2 + Ch−1/2(∥u− uh∥H1 + ∥p− ph∥), (2.18)

where we have used (2.12) with p = ∞ and (2.15) in the second to last inequality.

2.4. A new kinematically coupled scheme and main theoretical results. Let
{tn}Nn=0 be a uniform partition of the time interval [0, T ] with stepsize τ = T/N . For a
sequence of functions {un}Nn=0 we denote

Dτu
n =

un − un−1

τ
, for n = 1, 2, . . ., N.

With the above notations, we present a fully discrete kinematically coupled algorithm.

Step 1: For given un−1
h , pn−1

h , ηηηn−1
h , find ηηηnh and snh ∈ Sr

h such that

ρsϵs

(
snh − un−1

h

τ
, wh

)
Σ

+ as(ηηη
n
h, wh) = −(σσσn−1

h · n, wh)Σ, ∀wh ∈ Sr
h (2.19)

ηηηnh = ηηηn−1
h + τsnh .

Step 2: Then find (un
h, p

n
h) ∈ Xr

h ×Qr−1
h satisfying

ρf (Dτu
n
h, vh) + af (u

n
h, vh)− b(pnh, vh) + b(qh, u

n
h)− (σσσn

h · n, vh)Σ (2.20)

+ ρsϵs

(
un
h − snh
τ

, vh +
τ

ρsϵs
σσσ(vh, qh) · n

)
Σ

+

(
(σσσn

h − σσσn−1
h ) · n, vh +

τ(1 + β)

ρsϵs
σσσ(vh, qh) · n

)
Σ

= 0

for all (vh, qh) ∈ Xr
h × Qr−1

h , where σσσn
h = σσσ(un

h, p
n
h) and β ≥ 0 denotes a stabilization

parameter.
Initial values: Since σσσn−1

h depends on both un−1
h and pn−1

h , the numerical scheme in
(2.19)–(2.20) requires the initial value (u0

h, p
0
h, ηηη

0
h) to be given. We simply assume that the

initial value (u0
h, p

0
h, ηηη

0
h) are given sufficiently accurately, satisfying the following conditions:

∥u0
h −Rhu

0∥+ ∥u0
h −Rhu

0∥Σ + ∥ηηη0h −Rhηηη
0∥H1(Σ) ≤ Chr+1,

∥p0h −Rhp
0∥Σ ≤ C,

(2.21)

7



where (Rhu
0, Rhp

0, Rhηηη
0) satisfies a coupled non-stationary Ritz projection defined in Sec-

tion 3.2.
Remark 2.2. Kinematically coupled schemes were firstly proposed in [6,8,21] with the

following time discretization: Find (sn, ηηηn) such that

ρsϵs
sn − un−1

τ
− Ls(ηηη

n) = −σσσn−1 · n on Σ (2.22)

ηηηn = ηηηn−1 + τsn on Σ

and then find (un, pn) satisfying
ρfDτu

n +∇ · σσσn = 0 and ∇ · un = 0 in Ω, (2.23)

ρsϵs
un − sn

τ
+ (σσσn − σσσn−1) · n = 0 on Σ.

The extension to full discretization was considered by several authors [8, 35], while the
analysis for full discretization is incomplete and the energy stability is proved only for time-
discrete schemes.

Remark 2.3. Our scheme in (2.19)–(2.20) is designed with two new ingredients. First,
we have added two stabilization terms

ρsϵs

(
un
h − snh
τ

,
τ

ρsϵs
σσσ(vh, qh) · n

)
Σ

and
(
(σσσn

h − σσσn−1
h ) · n, τ(1 + β)

ρsϵs
σσσ(vh, qh) · n

)
Σ

,

which guarantee unconditional energy stability of the scheme in (2.19)–(2.20). Otherwise the
unconditional energy stability cannot be proved in the fully discrete finite element setting.
Second, we have introduced an additional parameter β > 0 to the scheme, and this additional
parameter allows us to prove optimal-order convergence in the L2 norm (especially optimal
order in space). More specifically, this parameter β > 0 leads to the following term in the
E1 of (2.26) :

β0
ρsϵs
2τ

∥snh − un
h∥2Σ with β0 = 1− (

√
4 + β2 − β)/2,

which is used to absorb other undesired terms on the right-hand side of the inequalities in
our error estimation. Therefore, the optimal-order L2 error estimate does benefits from our
scheme (with the parameter β > 0).

Remark 2.4. For the Taylor–Hood finite element spaces, the conditions in (2.21) on
the initial values can be satisfied if one chooses u0

h and p0h to be the Lagrange interpolations
of u0 and p0, respectively, and chooses ηηη0h = Rshηηη(0), where Rshηηη(0) is defined in Section
4; see Definition 4.4 and estimate (4.15).

The main theoretical results of this article are the following two theorems.
Theorem 2.1. Under the assumptions in Section 2.3 (on the finite element spaces),

the finite element system in (2.19)–(2.20) is uniquely solvable, and the following inequality
holds:

E0(u
n
h, p

n
h, ηηη

n
h) +

n∑
m=1

τE1(u
m
h , s

m
h , ηηη

m
h ) ≤ E0(u

0
h, p

0
h, ηηη

0
h), n = 1, 2, ..., N, (2.24)

where

E0(u
n
h, p

n
h, ηηη

n
h) =

ρf
2
∥un

h∥2 +
1

2
∥ηηηnh∥2s +

τ2(1 + β)

2ρsϵs
∥σσσn

h · n∥2Σ +
ρsϵs
2

∥un
h∥2Σ, (2.25)

E1(u
n
h, s

n
h, ηηη

n
h) = 2µ∥un

h∥2f +
ρf
2τ

∥un
h − un−1

h ∥2 + ρsϵs
2τ

∥snh − un−1
h ∥2Σ +

ρsϵsβ0
2τ

∥snh − un
h∥2Σ

+
τβ0
2ρsϵs

∥(σσσn
h − σσσn−1

h ) · n∥2Σ +
τ

2
∥Dτηηη

n
h∥2s, (2.26)

with β0 = 1− (
√

4 + β2 − β)/2 and β ≥ 0.
Theorem 2.2. For finite elements of degree r ≥ 2, under the assumptions in Sections

2.2–2.3 (on the regularity of solutions and finite element spaces), there exist positive constants
τ0 and h0 such that, for sufficiently small stepsize and mesh size τ ≤ τ0 and h ≤ h0, the
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finite element solutions given by (2.19)–(2.20) with initial values satisfying (2.21) and β > 0
has the following error bound:

max
1≤n≤N

(
∥u(tn, ·)− un

h∥+ ∥ηηη(tn, ·)− ηηηnh∥Σ + ∥u(tn, ·)− un
h∥Σ

)
≤ C(τ + hr+1), (2.27)

where C is some positive constant independent of n, h and τ .
The proofs of Theorem 2.1 and Theorem 2.2 are presented in the next section.

3. Analysis of the proposed algorithm. This section is devoted to the proof of
Theorems 2.1 and 2.2. For the simplicity of notation, we denote by C a generic positive
constant, which is independent of n, h and τ but may depend on the physical parameters
ρs, ϵ, µ, ρf and the exact solution (u, p, ηηη).

3.1. Proof of Theorem 2.1. We rewrite (2.20) into

ρf (Dτu
n
h, vh) + af (u

n
h, vh)− b(pnh, v

n
h) + b(qh, u

n
h) + ρsϵs

(
un
h − snh
τ

, vh

)
Σ

(3.1)

= (σσσn−1
h · n, vh)Σ − (un

h − snh, σσσ(vh, qh) · n)Σ − τ(1 + β)

ρsϵs
((σσσn

h − σσσn−1
h ) · n, σσσ(vh, qh) · n)Σ .

Taking vh = un
h, qh = pnh in (3.1) and wh = snh = Dτηηη

n
h in (2.19), respectively, gives the

following relations:
ρf
2τ

(
∥un

h∥2 − ∥un−1
h ∥2 + ∥un

h − un−1
h ∥2

)
+ 2µ∥un

h∥2f + ρsϵs

(
un
h − snh
τ

, un
h

)
Σ

= (σσσn−1
h · n, un

h)Σ − (un
h − snh, σσσ

n
h · n)Σ − τ(1 + β)

ρsϵs
((σσσn

h − σσσn−1
h ) · n, σσσn

h · n)Σ

and
1

2τ

(
as(ηηη

n
h, ηηη

n
h)− as(ηηη

n−1
h , ηηηn−1

h ) + τ2as(s
n
h, s

n
h)
)
+ ρsϵs

(
snh − un−1

h

τ
, snh

)
Σ

= −(σσσn−1
h · n, snh)Σ .

By summing up the last two equations, we have
ρf
2

(
∥un

h∥2 − ∥un−1
h ∥2 + ∥un

h − un−1
h ∥2

)
+ 2µτ∥un

h∥2f +
ρsϵs
2

(
∥snh − un−1

h ∥2Σ + ∥un
h − snh∥2Σ

)
+

1

2

(
as(ηηη

n
h, ηηη

n
h)− as(ηηη

n−1
h , ηηηn−1

h ) + τ2as(s
n
h, s

n
h)
)
+
ρsϵs
2

(
∥un

h∥2Σ − ∥un−1
h ∥2Σ

)
= τ((σσσn−1

h − σσσn
h) · n,un

h − snh)Σ − τ2(1 + β)

ρsϵs
((σσσn

h − σσσn−1
h ) · n, σn

h · n)Σ

≤ τ2(1 + β − β0)

2ρsϵs
∥(σσσn

h − σσσn−1
h ) · n∥2Σ +

ρsϵs
2(1 + β − β0)

∥un
h − snh∥2Σ

− τ2(1 + β)

2ρsϵs

(
∥σσσn

h · n∥2Σ − ∥σσσn−1
h · n∥2Σ + ∥(σσσn

h − σσσn−1
h ) · n∥2Σ

)
≤ ρsϵs(1− β0)

2
∥un

h − snh∥2Σ − τ2(1 + β)

2ρsϵs

(
∥σσσn

h · n∥2Σ − ∥σσσn−1
h · n∥2Σ

)
− τ2β0

2ρsϵs
∥(σσσn

h − σσσn−1
h ) · n∥2Σ,

which leads to the following energy inequality:
E0(u

n
h, p

n
h, ηηη

n
h)− E0(u

n−1
h , pn−1

h , ηηηn−1
h ) + E1(u

n
h, p

n
h, ηηη

n
h)τ ≤ 0 . (3.2)

This implies (2.24) and completes the proof of Theorem 2.1.

3.2. A coupled non-stationary Ritz projection. To establish L2-norm optimal
error estimate as given in Theorem 2.2, we need to introduce a new coupled Ritz projection.
Since the FSI model is governed by the Stokes type equation for fluid coupled with the
hyperbolic type equation for solid, the coupled projection, which is non-stationary and
much more complicated than the standard Ritz projections, plays a key role in proving the
optimal-order convergence of finite element solutions to the FSI model.

Definition 3.1 (Coupled non-stationary Ritz projection). Let (u, p, ηηη) ∈ X ×
Q× S be a triple of functions smoothly depending on t ∈ [0, T ] and satisfying the condition
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u|Σ = ∂tηηη. For a given initial value Rhηηη(0), the coupled Stokes–Ritz projection Rh(u, p, ηηη)
is defined as a triple of functions (Rhu, Rhp,Rhηηη) ∈ Xr

h ×Qr−1
h × Sr

h satisfying (Rhu)|Σ =
∂tRhηηη and the following weak formulation for every t ∈ [0, T ]:
af (u−Rhu,vh)− b(p−Rhp,vh) + b(qh,u−Rhu) + (u−Rhu,vh)

+ as(ηηη −Rhηηη,vh) + (ηηη −Rhηηη,vh)Σ = 0, ∀(vh, qh) ∈ Xr
h ×Qr−1

h .
(3.3)

Remark 3.1. Given an initial valueRhηηη(0), there exists a unique solution (Rhu, Rhp,Rhηηηh)
for the finite element semi-discrete problem (3.3). To see this, we firstly introduce a lin-
ear operator Sh : (Xr

h)
∗ × (Qr−1

h )∗ → Xr
h × Qr−1

h , where (Xr
h)

∗ and (Qr−1
h )∗ denote the

dual space of Xr
h and Qr−1

h , respectively. For a given (ϕ, ℓ) ∈ (Xr
h)

∗ × (Qr−1
h )∗, denote by

(uh, ph) ∈ Xr
h ×Qr−1

h the solution of the following Neumann-type discrete Stokes equation
af (uh,vh)− b(ph,vh) + (uh,vh) = ϕ(vh) ∀vh ∈ Xr

h,

b(qh,uh) = ℓ(qh) ∀qh ∈ Qr−1
h ,

and define Sh(ϕ, ℓ) = (Sv
h(ϕ, ℓ),S

p
h(ϕ, ℓ)) := (uh, ph). The well-posedness of the above

equation follows the inf-sup condition (2.16).
Next, we denote

ϕ(u,p,η)(vh) := af (u,vh)− b(p,vh) + (u,vh) + as(ηηη,vh) + (ηηη,vh)Σ,

ϕRhη(vh) := as(Rhηηη,vh) + (Rhηηη,vh)Σ,

ℓu(qh) := b(qh,u).

Then (Rhu, Rhp,Rhηηη) is a solution to (3.3) if and only if the following equations are satisfied:

∂tRhηηη = Sv
h(ϕ(u,p,η) − ϕRhη, ℓu)|Σ, (3.4a)

Rhu = Sv
h(ϕ(u,p,η) − ϕRhη, ℓu), Rhp = Sp

h(ϕ(u,p,η) − ϕRhη, ℓu). (3.4b)
Therefore, the uniqueness and existence of solution to (3.3) follows the uniqueness and
existence of solution to (3.4a). Since Sv

h is a linear operator on (Xr
h)

∗× (Qr−1
h )∗ and ϕRhη is

linear with respect to Rhηηη, (3.4a) is an in-homogeneous linear ordinary differential equation
for Rhηηη and thus admits a unique solution for a given initial value Rhηηη(0). Next, we can
obtain Rhu and Rhp from (3.4b).

In order to guarantee that the coupled non-stationary Ritz projection Rh possesses
optimal-order approximation properties, we need to define Rhηηη(0) in a rather technical way.
Therefore, we present error estimates for this projection in Theorem 3.1 and postpone the
definition of Rhηηη(0) and the proof of Theorem 3.1 to Section 4.

Theorem 3.1 (Error estimates for the coupled non-stationary Ritz projec-
tion). For sufficiently smooth functions (u, p, ηηη) satisfying u|Σ = ∂tηηη, there exists wh ∈ Sr

h
such that when Rhηηη(0) = wh, the following estimates hold uniformly for t ∈ [0, T ]:

max
t∈[0,T ]

(
∥ηηη −Rhηηη∥Σ + ∥u−Rhu∥+ ∥u−Rhu∥Σ + h∥p−Rhp∥

)
≤ Chr+1, (3.5)

max
t∈[0,T ]

(
∥∂t(u−Rhu)∥H1 + ∥∂t(u−Rhu)∥H1(Σ) + ∥∂t(p−Rhp)∥

)
≤ Chr, (3.6)

∥∂t(u−Rhu)∥L2L2(Σ) + ∥∂t(u−Rhu)∥L2L2 ≤ Chr+1 . (3.7)

3.3. Proof of Theorem 2.2. For the solution (u, p, ηηη) of the problem (1.1)–(1.3), we
define the notations:

un = u(tn, ·), ηηηn = ηηη(tn, ·), pn = p(tn, ·). (3.8)
For the analysis of the kinematically coupled scheme, we introduce sn ∈ H1(Σ) and Rhs

n ∈
Sr
h by

sn = ∂tηηη(tn, ·) = u(tn, ·) and Rhs
n := (Rhu)(tn) = ∂tRhηηη(tn) on Σ,

which satisfy the estimate:
∥sn −Rhs

n∥Σ ≤ Chr+1 (3.9)
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according to the estimates in Theorem 3.1.
By Taylor’s expansion, we have ηηηn = ηηηn−1+τsn+T n

0 , with a truncation error T n
0 which

has the following bound:
∥T n

0 ∥H1(Σ) ≤ Cτ2 ∀n ≥ 1 . (3.10)
By (1.1)–(1.3), we can see that the sequence (un, pn, ηηηn, sn) satisfies the following weak
formulations

ρsϵs

(
sn − un−1

τ
, wh

)
Σ

+ as(ηηη
n, wh) + (σσσn−1 · n, wh)Σ = En

s (wh), ∀wh ∈ Sr
h (3.11)

and

ρf (Dτu
n, vh) + af (u

n, vh)− b(pn, vh) + b(qh, u
n) + ρsϵs

(
un − sn

τ
, vh

)
Σ

= (σσσn−1 · n, vh)Σ − (un − sn, σσσ(vh, qh) · n)Σ − τ(1 + β)

ρsϵs
((σσσn − σσσn−1) · n, σσσ(vh, qh) · n)Σ

+ En
f (vh, qh), ∀(vh, qh) ∈ Xr

h ×Qr−1
h (3.12)

where σσσn = σσσ(un, pn) and the truncation error functions satisfy the following estimates:
|En

s (wh)| ≤ Cτ∥wh∥Σ,
|En

f (vh,qh)| ≤ Cτ(∥vh∥Σ + ∥vh∥) + Cτ2∥σσσ(vh,qh) · n∥Σ .
(3.13)

For given (un, pn, ηηηn, sn), we denote by (Rhu
n, Rhp

n, Rhηηη
n, Rhs

n) the corresponding
coupled non-stationary Ritz projection and define RhT n

0 satisfying
Rhηηη

n = Rhηηη
n−1 + τRhs

n +RhT n
0 ∀n ≥ 1.

Then we introduce the following error decomposition:
enu := un − un

h = un −Rhu
n +Rhu

n − un
h := θnu + δnu , in Ω.

enp := pn − pnh = pn −Rhp
n +Rhp

n − pnh := θnp + δnp , in Ω.

enσ := σσσ(un, pn)− σσσ(un
h, p

n
h) = σσσ(θnu , θ

n
p ) + σσσ(δnu , δ

n
p ) := θnσ + δnσ , in Ω.

ens := sn − snh = sn −Rhs
n +Rhs

n − snh := θns + δns , on Σ .

enη := ηηηn − ηηηnh = ηηηn −Rhηηη
n +Rhηηη

n − ηηηnh := θnη + δnη , on Σ .

Since un|Σ = sn, it follows that θnu |Σ = θns . Moreover, the following relations hold:
(un − un−1)− (snh − un−1

h ) = θnu + δns − θn−1
u − δn−1

u ,

(un − un)− (un
h − snh) = θnu + δnu − θnu − δns = δnu − δns on Σ.

By using (2.19)–(2.20) and (3.11)–(3.12), we can write down the following error equa-
tions:

ρsϵs

(
δns − δn−1

u

τ
, wh

)
Σ

+ as(δ
n
η , wh) + (δn−1

σ · n, wh)Σ = En
s (wh)− Fn

s (wh), ∀wh ∈ Sr
h

(3.14)
δnη = δn−1

η + τδns +RhT n
0 , on Σ (3.15)

ρf

(
δnu − δns

τ
, vh

)
+ af (δ

n
u , vh)− b(δnp , v

n
h) + b(qh, δ

n
u) + ρsϵs

(
δnu − δns

τ
, vh

)
Σ

= (δn−1
σ · n, vh)Σ − (δnu − δns , σσσ(vh, qh))Σ − τ(1 + β)

ρsϵs
((δnσ − δn−1

σ ) · n, σσσ(vh, qh) · n)Σ

+ En
f (vh, qh)− Fn

f (vh, qh), ∀(vh, qh) ∈ Xr
h ×Qr−1

h (3.16)
where

Fn
s (wh) = ρsϵs(Dτθ

n
u , wh)Σ + as(θ

n
η , wh) + (θn−1

σ · n, wh)Σ (3.17)
Fn
f (vh, qh) = ρf (Dτθ

n
u ,vh) + af (θ

n
u , vh)− b(θnp , vh)
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− (θn−1
σ · n, vh)Σ +

τ(1 + β)

ρsϵs
((θnσ − θn−1

σ ) · n, σσσ(vh, qh) · n)Σ (3.18)

Moreover, we have the following result:
θnη = θn−1

η + τθns + (T n
0 −RhT n

0 ),

where the last term can be estimated by using (3.6), i.e.,
∥T n

0 −RhT n
0 ∥H1(Σ) ≤ Cτ2∥∂t(Rhu− u)∥L∞H1(Σ) ≤ Cτ2hr. (3.19)

Therefore, by the triangle inequality with estimates (3.10) and (3.19), we have
∥RhT n

0 ∥H1(Σ) ≤ ∥T n
0 ∥H1(Σ) + ∥T n

0 −RhT n
0 ∥H1(Σ) ≤ Cτ2 ∀n ≥ 1 (3.20)

We take (vh, qh) = (δnu , δ
n
p ) ∈ Xr

h × Qr−1
h in (3.16) and wh = δns ∈ Sr

h in (3.14),
respectively, and then sum up the two results. Using the stability analysis in (3.2) and the
relation

δns = Dτδ
n
η − τ−1RhT n

0 ,

we obtain
DτE0(δ

n
u , δ

n
p , δ

n
η ) + E1(δ

n
u , δ

n
s , δ

n
η )

≤ En
s (δ

n
s )− Fn

s (δ
n
s ) + En

f (δ
n
u , δ

n
p )− Fn

f (δ
n
u , δ

n
p ) + τ−1as(δ

n
η , RhT n

0 ) . (3.21)
To establish the error estimate, we need to estimate each term on the right-hand side of
(3.21). From (3.13) and (3.20) we can see that

|En
s (δ

n
s )| ≤ Cτ∥δns ∥Σ

|En
f (δ

n
u , δ

n
p )| ≤ Cτ(∥δnu∥Σ + ∥δnu∥) + τ2∥δnσ · n∥Σ

|τ−1as(δ
n
η , RhT n

0 )| ≤ Cτ∥δnη ∥s

(3.22)

It remains to estimate Fn
s (δs) + Fn

f (δu, δp) from the right hand side of (3.21).
1. The second term in (3.17) plus the second and third terms in (3.18) can be estimated

as follows. Let ξnh := δnu −Eh(δ
n
u − δns ), where Eh(δ

n
u − δns ) is an extension of δnu − δns

to Ω satisfying estimate (2.17) and ξnh |Σ = δns . By choosing vh = ξnh and qh = 0 in
(3.3) (definition of the coupled Ritz projection), we obtain the following relation:

af (θ
n
u , δ

n
u)− b(θnp , δ

n
u) + as(θ

n
η , δ

n
s )

= af (θ
n
u , Eh(δ

n
u − δns ))− b(θnp , Eh(δ

n
u − δns ))− (θnu , ξ

n
h )− (θnη , δ

n
s )Σ

≤ Chr∥Eh(δ
n
u − δns )∥f + Chr+1(∥ξnh∥+ ∥δns ∥Σ)

≤ Chr−1/2∥δnu − δns ∥Σ + Chr+1(∥δnu∥+ ∥δns ∥Σ), (3.23)
where we have used estimate (3.5)–(3.6).

2. The third term in (3.17) plus the fourth term in (3.18) can be estimated as follows:
(θn−1

σ · n, δns )Σ − (θn−1
σ · n, δnu)Σ

≤∥θn−1
σ · n∥Σ∥δns − δnu∥Σ

≤C(hr−1/2 + h−1/2(∥θn−1
u ∥H1 + ∥θn−1

p ∥))∥δns − δnu∥Σ
≤Chr−1/2∥δns − δnu∥Σ, (3.24)

where we used (2.18) in the second inequality and (3.5) in the last inequality.
3. For the first term in (3.17) and (3.18), respectively, we have

ρsϵs(Dτθ
n
u , δ

n
s )Σ ≤ C

τ
∥δns ∥Σ

∫ tn

tn−1

∥∂tθu(t)∥Σdt, (3.25)

ρf (Dτθ
n
u , δ

n
u) ≤

C

τ
∥δnu∥

∫ tn

tn−1

∥∂tθu(t)∥dt. (3.26)

4. The last term in (3.18) can be estimated by using (3.6) and (2.18), i.e.,
τ

ρsϵ
((θnσ − θn−1

σ ) · n, σσσ(δnu , δnp ) · n)Σ
12



≤Cτ

(∫ tn

tn−1

∥σσσ(∂tθu, ∂tθp)(t) · n∥Σdt

)
∥σσσ(δnu , δnp ) · n∥Σ

≤Cτ2hr−1/2∥σσσ(δnu , δnp ) · n∥Σ. (3.27)
Now we can substitute estimates (3.22)–(3.27) into the energy inequality in (3.21). This
yields the following result:
DτE0(δ

n
u , δ

n
p , δ

n
η ) + E1(δ

n
u , δ

n
s , δ

n
η )

≤ Cτ(∥δns ∥Σ + ∥δnu∥Σ + ∥δnu∥+ ∥δnη ∥s) + Chr−1/2∥δnu − δns ∥Σ + Chr+1(∥δnu∥+ ∥δns ∥Σ)

+
C

τ
∥δns ∥Σ

∫ tn

tn−1

∥∂tθu(t)∥Σdt+
C

τ
∥δnu∥

∫ tn

tn−1

∥∂tθu(t)∥dt+ Cτ2∥δnσ · n∥Σ . (3.28)

Since ∥δns ∥Σ ≤ ∥δns − δnu∥Σ+∥δnu∥Σ, by using Young’s inequality, we can re-arrange the right
hand side of (3.28) to obtain

DτE0(δ
n
u , δ

n
p , δ

n
η ) + E1(δ

n
u , δ

n
s , δ

n
η )

≤ Cε−1(τ2 + Ch2(r+1) + τh2r−1) + Cε(∥δnu∥2Σ + ∥δnu∥2 + ∥δnη ∥2s) +
Cε

τ
∥δnu − δns ∥2Σ

+
Cε−1

τ

(∫ tn

tn−1

∥∂tθu(t)∥2Σdt+
∫ tn

tn−1

∥∂tθu(t)∥2dt

)
+ Cτ2∥δnσ · n∥2Σ, (3.29)

where 0 < ε < 1 is an arbitrary constant.
We can choose a sufficiently small ε so that the term Cε

τ ∥δnu − δns ∥2Σ can be absorbed by
E1(δ

n
u , δ

n
s , δ

n
η ) on the left-hand side. Then, using the discrete Gronwall’s inequality and the

estimates of θu in (3.7), as well as the definition of E0 and E1 in (2.25)–(2.26), we obtain

E0(δ
n
u , δ

n
p , δ

n
η ) +

n∑
m=1

τE1(δ
m
u , δ

m
s , δ

m
η ) ≤ CE0(δ

0
u, δ

0
p, δ

0
η) + C(τ2 + Ch2(r+1) + τh2r−1).

(3.30)
Since the initial values satisfy the estimates in (2.21), the term E0(δ

0
u, δ

0
p, δ

0
η) can be estimated

to the optimal order. Thus inequality (3.30) reduces to
∥δnu∥+ ∥δnu∥Σ + ∥δnη ∥s + ∥δnu − δns ∥Σ ≤ C(hr−1/2τ1/2 + τ + hr+1). (3.31)

It follows from the relation δnη = δn−1
η + τδns +RhT n

0 , n ≥ 1, that

∥δnη ∥Σ ≤∥δ0η∥Σ +

n∑
m=1

τ∥δms ∥Σ +

n∑
m=1

∥RhT m
0 ∥Σ ≤ C(hr−1/2τ1/2 + τ + hr+1), (3.32)

where we have used (3.31) and (3.20). Then, combining the two estimates above with the
following estimate for the projection error:

∥θnu∥+ ∥θnu∥Σ + ∥θnη ∥Σ ≤ Chr+1 ∀n ≥ 0,

we obtain the following error bound:
∥enu∥+ ∥enu∥Σ + ∥enη∥Σ ≤ C(hr−1/2τ1/2 + τ + hr+1) ≤ C(τ + hr+1) ,

where the last inequality uses hr−1/2τ1/2 ≤ τ + h2r−1 and r ≥ 2. This completes the proof
of Theorem 2.2.

4. The proof of Theorem 3.1. We present the proof of the Theorem 3.1 step-by-step
in the next three subsections.

4.1. The definition of Rhηηη(0) in the coupled Ritz projection. In this subsection,
we focus on designing the initial value Rhηηη(0) for our coupled non-stationary Ritz projection.

We first present two auxiliary Ritz projections RS
h and RD

h associated to the structure
model and the fluid model in Definitions 4.1-4.2, respectively. Next, in terms of these
two auxiliary Ritz projections, we define the initial value Rhηηη(0) in Definition 4.3 which is
only for our theoretical purpose. Finally, an alternative definition of Rhηηη(0) for practical
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computation is given in Definition 4.4.
Definition 4.1 (Structure–Ritz projection RS

h). We define an auxiliary Ritz pro-
jection RS

h : S → Sr
h for the elastic structure problem by
as(R

S
hs− s,wh) + (RS

hs− s,wh)Σ = 0 ∀wh ∈ Sr
h. (4.1)

This is the standard Ritz projection on Σ, which satisfies the estimate ∥RS
hs− s∥Σ ≤ Chr+1

when s is sufficiently smooth. Moreover when r ≥ 2, there holds the negative norm estimate:
∥RS

hs− s∥H−1(Σ) ≤ Chr+2. (4.2)
Let X̊r

h := {vh ∈ Xr
h : vh|Σ = 0} and Qr−1

h,0 := {qh ∈ Qr−1
h : qh ∈ L2

0(Ω)}. We denote
S̃r
h := {vh ∈ Sr

h : (vh,n)Σ = 0} and by P̃ the L2(Σ)-orthogonal projection from Sr
h to S̃r

h.
Definition 4.2 (Dirichlet Stokes–Ritz projection RD

h ). Let X̂ := {u ∈ X : u|Σ ∈
S}. We define an auxiliary Dirichlet Stokes–Ritz projection RD

h : X̂×Q→ Xr
h ×Qr−1

h by
af (u−RD

h u,vh)− b(p−RD
h p,vh) + (u−RD

h u,vh) = 0 ∀vh ∈ X̊r
h, (4.3a)

b(qh,u−RD
h u) = 0 ∀qh ∈ Qr−1

h,0 ; with RD
h u = P̃RS

h (u|Σ) on Σ, (4.3b)
In addition, we choose RD

h p to satisfy RD
h p−p ∈ L2

0(Ω). This uniquely determines a solution
(RD

h u,R
D
h p) ∈ Xr

h ×Qr−1
h , as explained in the following Remark.

Remark 4.1. In order to see the existence and uniqueness of solution (RD
h u,R

D
h p)

defined by (4.3), we let ûh ∈ Xr
h be an extension of P̃RS

hu to the bulk domain Ω and let p̂h be
the L2(Ω)-orthogonal projection of p ontoQr−1

h . Then ûh−RD
h u ∈ X̊r

h and p̂h−RD
h p ∈ Qr−1

h,0 .
Replacing (u, p) and (RD

h u, RD
h p) by (u− ûh, p− p̂h) and (RD

h u− ûh, R
D
h p− p̂h) in (4.3a)-

(4.3b) respectively, we obtain a standard Stokes FE system with a homogeneous Dirichlet
boundary condition for (RD

h u − ûh, R
D
h p − p̂h). The well-posedness directly follows the

inf-sup condition (2.14).
Remark 4.2. The projection P̃ in (4.3b) is introduced to guarantees that the b(qh,u−

RD
h u) = 0 holds not only for qh ∈ Qr−1

h,0 but also for qh ∈ Qr−1
h . That is,

b(qh,u−RD
h u) = 0 ∀qh ∈ Qr−1

h . (4.4)
Since Qr−1

h = {1} ⊕ Qr−1
h,0 , this follows from the first relation in (4.3b) and the following

relation:

b(1,u−RD
h u) = (RD

h u,n)Σ = (P̃RS
hu,n)Σ = 0 ,

where b(1,u) = 0 for the exact solution u which satisfies ∇ · u = 0. Especially, when u is
replaced with ∂tu(0), we have

b(qh, (∂tu−RD
h ∂tu)(0)) = 0 ∀qh ∈ Qr−1

h . (4.5)
The relation (4.5) is needed in error estimates between (∂tRhu(0), ∂tRhp(0)) and (∂tu(0), ∂tp(0))
in the Lemma 4.4 below. Furthermore, in the Definition 4.3, we defined (Rhu(0), Rhp(0)) via
a Dirichlet-type Stokes-Ritz projection with the boundary condition Rhu(0)|Σ = P̃Rshu(0).

To facilitate further use of P̃ in the following analysis, here we derive an explicit formula
for P̃ . We denote by nh ∈ Sr

h the L2(Σ)-orthogonal projection of unit normal vector field n
of Σ to Sr

h, i.e.,

(n,wh)Σ = (nh,wh)Σ ∀wh ∈ Sr
h. (4.6)

Then for any wh ∈ Sr
h, we have

P̃wh = wh − λ(wh)nh ∈ S̃r
h with λ(wh) :=

(wh,n)Σ
∥nh∥2Σ

. (4.7)

From ∥n − nh∥Σ ≤ ∥n − Ihn∥Σ ≤ Chr+1 (since n is smooth on Σ), especially we have
∥nh∥Σ ∼ C and

|λ(RS
hu)| =

|(RS
hu− u,n)Σ|
∥nh∥2Σ

≤ Chr+1 and ∥P̃RS
hu−RS

hu∥ ≤ Chr+1. (4.8)
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Therefore we obtain the estimate ∥RD
h u−u∥Σ ≤ Chr+1. The following lemma on the error

estimates of the Dirichlet Stokes–Ritz projection is standard. We refer to [22, Proposition
8, Proposition 9] for the proof of (4.9). The negative norm estimate of pressure in (4.10)
requires a further duality argument, which is presented in the proof of Lemma B.3 of the
Appendix B in [30] . We omit the details here.

Lemma 4.1. Under the regularity assumptions in Section 2.2, the Dirichlet Stokes–Ritz
projection RD

h defined in (4.3) satisfies the following estimates:
∥u−RD

h u∥Σ + ∥u−RD
h u∥+ h

(
∥u−RD

h u∥H1 + ∥p−RD
h p∥

)
≤ Chr+1, (4.9)

∥RD
h p− p∥H−1 ≤ Chr+1. (4.10)

We define an initial value Rhηηη(0) as follows in terms of the Dirichlet Ritz projection
RD

h .
Definition 4.3 (Initial value Rhηηη(0)). Firstly, assuming that the function RD

h ∂tu(0)
and RD

h ∂tp(0) are known with operator RD
h defined by (4.3), we define Rshu(0) ∈ Sr

h to be
the solution of the following weak formulation:

as((u−Rshu)(0),wh) + ((u−Rshu)(0),wh)Σ + af ((∂tu−RD
h ∂tu)(0), Ehwh)

− b((∂tp−RD
h ∂tp)(0), Ehwh) + ((∂tu−RD

h ∂tu)(0), Ehwh) = 0 ∀wh ∈ Sr
h, (4.11)

where Ehwh denotes an extension of wh to the bulk domain Ω. From the definition of RD
h in

(4.3) we can conclude that this definition is independent of the specific extension. Therefore,
(4.11) still holds when replacing both wh and Ewh with vh ∈ Xr

h.
Secondly, we denote by (Rhu(0), Rhp(0)) ∈ Xr

h × Qr−1
h a Dirichlet-type Stokes–Ritz

projection satisfying
af (u(0)−Rhu(0),vh)− b(p(0)−Rhp(0),vh) + (u(0)−Rhu(0),vh) = 0 ∀vh ∈ X̊r

h,

(4.12a)
b(qh,u(0)−Rhu(0)) = 0 ∀qh ∈ Qr−1

h,0 ; Rhu(0) = P̃Rshu(0) on Σ, (4.12b)
where we require p(0)−Rhp(0) ∈ L2

0(Ω).
Finally, with the Rhu(0) and Rhp(0) defined above, we define Rhηηη(0) ∈ Sr

h to be the
solution of the following weak formulation on Σ:
af (u(0)−Rhu(0), Ehwh)− b(p(0)−Rhp(0), Ehwh) + (u(0)−Rhu(0), Ehwh)

+ as(ηηη(0)−Rhηηη(0),wh) + (ηηη(0)−Rhηηη(0),wh)Σ = 0 ∀wh ∈ Sr
h.

(4.13)
Again (4.13) also holds when replacing wh and Ehwh with vh ∈ Xr

h.
For the computation with the numerical scheme (2.19)–(2.20), we can define the initial

value ηηη0h = Rshηηη(0) ∈ Sr
h in an alternative way below.

Definition 4.4 (Ritz projection Rshηηη(0)). We define ηηη0h = Rshηηη(0) ∈ Sr
h as the

solution of the following weak formulation:
as((Rshηηη − ηηη)(0),wh) + ((Rshηηη − ηηη)(0),wh)Σ ∀wh ∈ Sr

h

= −af ((RD
h u− u)(0), Ehwh) + b((RD

h p− p)(0), Ehwh)− ((RD
h u− u)(0), Ehwh) , (4.14)

which does not require knowledge of ∂tu(0) or ∂tp(0). Again, Ehwh denotes an extension
of wh to the bulk domain Ω, and this definition is independent of the specific extension.
Therefore, (4.14) holds for all vh ∈ Xr

h with wh and Ehwh replaced by vh in the equation.
For r ≥ 2, the following result can be proved in the Appendix B of [30] :

∥Rshηηη(0)−Rhηηη(0)∥H1(Σ) ≤ Chr+1. (4.15)
In addition, by differentiating (3.3) with respect to time, we have the following evolution

equations:
as(u−Rhu,vh) + (u−Rhu,vh)Σ + af (∂t(u−Rhu),vh)

−b(∂t(p−Rhp),vh) + (∂t(u−Rhu),vh) = 0 ∀vh ∈ Xr
h, (4.16a)

b(qh, ∂t(u−Rhu)) = 0 ∀qh ∈ Qr−1
h , (4.16b)
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which are used not only to design the above Rhηηη(0), but also to estimate errors in the
following subsections.

4.2. Error estimates for the coupled Ritz projection at t = 0. Firstly, we con-
sider the estimation of Rshu(0) which occurs as an auxiliary function in the definition of
Rhηηη(0) in Lemma 4.2. Secondly, we present estimates for u(0) − Rhu(0), ηηη(0) − Rhηηη(0)
and p(0) − Rhp(0) in Lemma 4.3. Finally, we present estimates for the time derivatives
∂t(u−Rhu)(0) and ∂t(p−Rhp)(0) in Lemma 4.4.

Lemma 4.2. Under the assumptions in Sections 2.2 and 2.3, the following error
estimate holds for the Rshu(0) defined in (4.11):

∥Rshu(0)− u(0)∥Σ + h∥Rshu(0)− u(0)∥s ≤ Chr+1. (4.17)
Proof. Since we can choose an extension Ehξξξh of ξξξh ∈ Sr

h to satisfy that ∥Ehξξξh∥H1(Ω) ≤
C∥ξξξh∥H1(Σ), equation (4.11) implies that

as(u(0)−Rshu(0), ξξξh) + (u(0)−Rshu(0), ξξξh)Σ ≤ Chr∥ξξξh∥H1(Σ) .

This leads to the following standard H1-norm estimate:
∥u(0)−Rshu(0)∥s + ∥u(0)−Rshu(0)∥Σ ≤ Chr.

In order to obtain an optimal-order L2-norm estimate for u(0)−Rshu(0), we introduce
the following dual problem:

−Lsψ + ψ = Rshu(0)− u(0), ψ has periodic boundary condition on Σ. (4.18)
The regularity assumption in (2.9) implies that
as(ψ, ξξξ) + (ψ, ξξξ)Σ = (u(0)−Rshu(0), ξξξ)Σ ∀ξξξ ∈ S and ∥ψ∥H2(Σ) ≤ C∥u(0)−Rshu(0)∥Σ .
We can extend ψ to be a function on Ω, still denoted by ψ, satisfying the periodic boundary
condition and ∥ψ∥H2(Ω) ≤ C∥ψ∥H2(Σ). Therefore, choosing ξξξ = u(0) − Rshu(0) in the
equation above leads to

∥u(0)−Rshu(0)∥2Σ = as(u(0)−Rshu(0), ψ) + (u(0)−Rshu(0), ψ)Σ

= as(u(0)−Rshu(0), ψ − Ihψ) + (u(0)−Rshu(0), ψ − Ihψ)Σ

− af (∂tu(0)−RD
h ∂tu(0), Ihψ) + b(∂tp(0)−RD

h ∂tp(0), Ihψ)

− (∂tu(0)−RD
h ∂tu(0), Ihψ) (relation (4.11) is used)

≤Chr+1∥ψ∥H2(Σ) + |af (∂tu(0)−RD
h ∂tu(0), ψ)|

+ |b(∂tp(0)−RD
h ∂tp(0), ψ)|+ |(∂tu(0)−RD

h ∂tu(0), ψ)| .
Since

|(D(∂tu(0)−RD
h ∂tu(0)),Dψ)|

= | − (∂tu(0)−RD
h ∂tu(0),∇ ·Dψ) + (∂tu(0)−RD

h ∂tu(0),Dψ · n)Σ|
≤ Chr+1∥ψ∥H2(Σ),

where the last inequality uses the estimate ∥ψ∥H2(Ω) ≤ C∥ψ∥H2(Σ) as well as the estimates
of ∥∂tu(0) − RD

h ∂tu(0)∥ and ∥∂tu(0) − RD
h ∂tu(0)∥Σ in (4.9) (with u(0) replaced by ∂tu(0)

therein). Furthermore, using the H−1 estimate in (4.10), we have
|b(∂tp(0)−RD

h ∂tp(0), ψ)| ≤ C∥∂tp(0)−RD
h ∂tp(0)∥H−1∥ψ∥H2 ≤ Chr+1∥ψ∥H2(Σ).

Then, summing up the estimates above, we obtain
∥u(0)−Rshu(0)∥Σ ≤ Chr+1 .

The proof of Lemma 4.2 is complete.

Lemma 4.3. Under the assumptions in Sections 2.2 and 2.3, the following error
estimates hold (for the coupled Ritz projection in Definition 4.3):

∥ηηη(0)−Rhηηη(0)∥Σ + h∥ηηη(0)−Rhηηη(0)∥s + ∥u(0)−Rhu(0)∥Σ ≤ Chr+1, (4.19)
∥u(0)−Rhu(0)∥+ h∥p(0)−Rhp(0)∥ ≤ Chr+1. (4.20)
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Proof. From (4.7) we know that Rhu(0) = P̃Rshu(0) = Rshu(0)− λ(Rshu(0))nh on Σ,
with

|λ(Rshu(0))| =
|(Rshu(0),n)Σ|

∥nh∥2Σ
=

|(Rshu(0)− u(0),n)Σ|
∥nh∥2Σ

≤ C∥Rshu(0)− u(0)∥Σ ≤ Chr+1.

Therefore, using the triangle inequality, we have
∥u(0)−Rhu(0)∥Σ ≤ ∥u(0)−Rshu(0)∥Σ + |λ(Rshu(0))|∥nh∥Σ ≤ Chr+1,

where the estimate (4.17) is used.
Since (Rhu(0), Rhp(0)) is essentially a Dirichlet Ritz projection with a different bound-

ary value, i.e., P̃Rshu(0), the error estimates for ∥u(0)−Rhu(0)∥ and ∥p(0)−Rhp(0)∥ are
the same as those in Lemma 4.1. With the optimal-order estimates of ∥u(0) − Rhu(0)∥Σ,
∥u(0) − Rhu(0)∥ and ∥p(0) − Rhp(0)∥, the estimation of ∥ηηη(0) − Rhηηη(0)∥Σ and ∥ηηη(0) −
Rhηηη(0)∥s would be the same as the proof of Lemma 4.2.

Next, we present estimates for the time derivatives ∂t(u−Rhu)(0) and ∂t(p−Rhp)(0).
To this end, we use the following relation:

(u−Rhu)(0) = (u−Rshu)(0) + λ(Rshu(0))nh on Σ. (4.21)
Replacing (u−Rshu)(0) by (u−Rhu)(0)− λ(Rshu(0))nh in (4.11), we have

as((u−Rhu)(0),vh) + ((u−Rhu)(0),vh)Σ + af ((∂tu−RD
h ∂tu)(0),vh)

− b((∂tp−RD
h ∂tp)(0),vh) + ((∂tu−RD

h ∂tu)(0),vh)

= λ(Rshu(0))(as(nh,vh) + (nh,vh)Σ) ∀vh ∈ Xr
h. (4.22)

Let (u#, p#) ∈ X×Q be the weak solution of
af (u

#,v)− b(p#,v) + (u#,v) = as(n,v) + (n,v)Σ ∀v ∈ X, (4.23a)
b(q,u#) = 0 ∀q ∈ Q. (4.23b)

Denote by (u#
h , p

#
h ) ∈ (Xr

h, Q
r−1
h ) the corresponding FE solution satisfying

af (u
#
h ,vh)− b(p#h ,vh) + (u#

h ,vh) = as(nh,vh) + (nh,vh)Σ ∀vh ∈ Xr
h, (4.24a)

b(qh,u
#
h ) = 0 ∀qh ∈ Qr−1

h , (4.24b)
where nh is defined in (4.6).

Note that (4.23) is equivalent to the weak solution of
−∇ · σσσ(u#, p#) + u# = 0 in Ω with σσσ(u#, p#)n = −Lsn+ n on Σ

∇ · u# = 0 in Ω.

Therefore, from the regularity estimate in (2.7) (with k = r − 1/2 therein) and assumption
(2.3) on Ls, we obtain the following regularity estimate for the solutions of (4.23):

∥u#∥Hr+1 + ∥p#∥Hr ≤ C∥n∥Hr+3/2(Σ) ≤ C.

By considering the difference between (4.23) and (4.24), the following estimates of e#h :=

Ihu
# − u#

h and m#
h := Ihp

# − p#h can be derived for all vh ∈ Xr
h and qh ∈ Qr−1

h :
af (e

#
h ,vh)− b(m#

h ,vh) + (e#h ,vh) ≤ Chr∥vh∥H1(Σ) + Chr∥vh∥H1 ≤ Chr−1/2∥vh∥H1

b(qh, e
#
h ) ≤ Chr∥qh∥,

where we have used the inverse estimate in (2.11) and the following trace inequality:
∥vh∥H1(Σ) ≤ Ch−1/2∥vh∥H1/2(Σ) ≤ Ch−1/2∥vh∥H1 .

From Korn’s inequality and inf-sup condition (2.16), choosing vh = e#h yields the following
result:

∥e#h ∥H1 + ∥m#
h ∥ ≤ Chr−1/2,

which also implies the following boundedness through the application of the triangle inequal-
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ity:

∥u#
h ∥H1 + ∥p#h ∥ ≤ C.

By using the boundedness of H1(Ω)-norm of u#
h and L2(Ω)-norm of p#h , we can estimate

∂t(u−Rhu)(0) and ∂t(p−Rhp)(0) as follows.
Lemma 4.4. Under the assumptions in Sections 2.2 and 2.3, the following error

estimates hold (for the time derivative of the coupled Ritz projection in Definition 4.3):
∥∂t(u−Rhu)(0)∥+ ∥∂t(u−Rhu)(0)∥Σ + h∥∂t(p−Rhp)(0)∥ ≤ Chr+1. (4.25)

Proof. By comparing (4.22) with (4.24a), and comparing (4.5) with (4.24b), we obtain
as((u−Rhu)(0),vh) + ((u−Rhu)(0),vh)Σ

+ af ((∂tu−RD
h ∂tu)(0)− λ(Rshu(0))u

#
h ,vh)− b((∂tp−RD

h ∂tp)(0)− λ(Rshu(0))p
#
h ,vh)

+ ((∂tu−RD
h ∂tu)(0)− λ(Rshu(0))u

#
h ,vh) = 0 ∀vh ∈ Xr

h (4.26)

b
(
qh, (∂tu−RD

h ∂tu)(0)− λ(Rshu(0))u
#
h

)
= 0 ∀qh ∈ Qr−1

h (4.27)

Then, by comparing (4.26)-(4.27) with (4.16a)-(4.16b), we find the following relations:
∂t(u−Rhu)(0) =

(
∂tu−RD

h ∂tu
)
(0)− λ(Rshu(0))u

#
h ,

∂t(p−Rhp)(0) = (∂tp−RD
h ∂tp)(0)− λ(Rshu(0))p

#
h .

Since |λ(Rshu(0))| ≤ Chr+1 and ∥u#
h ∥ + ∥u#

h ∥Σ + ∥p#h ∥ ≤ C, the result of this lemma
follows from the estimates of the Dirichlet Stokes–Ritz projection in Lemma 4.1 (with u and
p replaced by ∂tu and ∂tp therein).

4.3. Error estimates of the coupled Ritz projection for t > 0. In this subsection,
using the results in the subsection 4.2, we present the proof of the H1-error estimates and
L2-error estimates results in Theorem 3.1.

We first present H1-norm error estimates for the coupled Ritz projection by employing
the auxiliary Ritz projections RS

h and RD
h defined in (4.1) and (4.3), respectively. From

(4.3b) we see that
RD

h u−RS
hu = P̃RS

hu−RS
hu = −λ(RS

hu)nh with λ(RS
hu) ∈ R,

where the last equality follows from relation (4.7). Therefore, with the relation above we
have

as(u−RD
h u,vh) + (u−RD

h u,vh)Σ

= as(u−RS
hu,vh) + (u−RS

hu,vh)Σ + λ(RS
hu) (as(nh,vh) + (nh,vh)Σ)

≤Chr+1∥vh∥H1(Σ) ≤ Chr+1/2∥vh∥H1/2(Σ) ≤ Chr+1/2∥vh∥H1 ∀vh ∈ Xr
h, (4.28)

where we have used the inverse inequality in (2.11) and the trace inequality in the derivation
of the last two inequalities. Moreover, since the auxiliary Ritz projection RD

h defined in (4.3)
is time-independent, it follows that (∂tR

D
h u, ∂tR

D
h p) = (RD

h ∂tu,R
D
h ∂tp). Therefore, in view

of estimate (4.9) for the Dirichlet Stokes–Ritz projection, the following estimate can be
found:

as(u−RD
h u,vh) + (u−RD

h u,vh)Σ + af (∂t(u−RD
h u),vh)

− b(∂t(p−RD
h p),vh) + (∂t(u−RD

h u),vh) ≤ Chr∥vh∥H1 ∀vh ∈ Xr
h. (4.29)

By considering the difference between (4.16a) and (4.29), we can derive the following in-
equality:

as(Rhu−RD
h u,vh) + (Rhu−RD

h u,vh)Σ + af (∂t(Rhu−RD
h u),vh)

− b(∂t(Rhp−RD
h p),vh) + (∂t(Rhu−RD

h u),vh) ≤ Chr∥vh∥H1 ∀vh ∈ Xr
h. (4.30)

Then, choosing vh = ∂t(Rhu−RD
h u) in (4.30) and using relation b(∂t(Rhp−RD

h p), ∂t(Rhu−
18



RD
h u)) = 0 (which follows from (4.5) and (4.16b)), using Young’s inequality

Chr∥∂t(Rhu−RD
h u)∥H1 ≤ Cε−1h2r + ε∥∂t(Rhu−RD

h u)∥2H1

with a small constant ε so that ε∥∂t(Rhu−RD
h u)∥2H1 can be absorbed by the left hand side

of (4.30), we obtain
∥Rhu−RD

h u∥L∞H1(Σ) + ∥∂t(Rhu−RD
h u)∥L2H1

≤ Chr + C∥(Rhu−RD
h u)(0)∥s + C∥(Rhu−RD

h u)(0)∥Σ ≤ Chr, (4.31)
where the last inequality uses the estimates in Lemma 4.3 and Lemma 4.1. Then, by applying
the inf-sup condition in (2.16) (which involves ∥vh∥H1(Σ) in the denominator), we can obtain
the following estimate from (4.30):

∥∂t(Rhp−RD
h p)∥ ≤ C∥Rhu−RD

h u∥H1(Σ) + C∥∂t(Rhu−RD
h u)∥H1 + Chr, (4.32)

which combined with the estimate in (4.31), leads to the following estimate:
∥∂t(Rhp−RD

h p)∥L2L2 ≤ Chr. (4.33)
Therefore, using an additional triangle inequality, the estimates in (4.31)–(4.33) can be
written as follows:

∥∂t(Rhu− u)∥L2H1 + ∥Rhu− u∥L∞H1(Σ) + ∥∂t(Rhp− p)∥L2L2 ≤ Chr. (4.34)
With the initial estimates in Lemma 4.3, the estimate of ∥∂t(Rhu− u)∥L2H1 above further
implies that

∥Rhu− u∥L∞H1 ≤ ∥(Rhu− u)(0)∥H1 + C∥∂t(Rhu− u)∥L2H1 ≤ Chr . (4.35)
Since ∂t(Rhηηη − ηηη) = Rhu − u on the boundary Σ, by using the Newton–Leibniz formula
with respect to t ∈ [0, T ], the estimate in (4.34) and initial estimates in Lemma 4.3, we have

∥Rhηηη − ηηη∥L∞H1(Σ) ≤ ∥(Rhηηη − ηηη)(0)∥H1(Σ) + C∥∂t(Rhηηη − ηηη)∥L2H1(Σ)

≤ ∥(Rhηηη − ηηη)(0)∥H1(Σ) + C∥Rhu− u∥L2H1(Σ) ≤ Chr. (4.36)
In the same way, from (4.34) and initial estimates in Lemma 4.3 we have

∥Rhp− p∥L∞L2 ≤ C∥(Rhp− p)(0)∥+ C∥Rhp− u∥L2L2 ≤ Chr. (4.37)
Thus we can summarize what we have proved as follows:

∥Rhu− u∥L∞H1 + ∥Rhu− u∥L∞H1(Σ) + ∥Rhp− p∥L∞L2

+ ∥Rhηηη − ηηη∥L∞H1(Σ) + ∥∂t(Rhu− u)∥L2H1 + ∥∂t(Rhp− p)∥L2L2 ≤ Chr. (4.38)

Moreover, by differentiating (4.16) with respect to time, we have
as(∂t(Rhu− u),vh) + (∂t(Rhu− u),vh)Σ + af (∂

2
t (Rhu− u),vh)

− b(∂2t (Rhp− p),vh) + (∂2t (Rhu− u),vh) = 0 ∀vh ∈ Xr
h, (4.39a)

b(qh, ∂
2
t (Rhu− u)) = 0 ∀qh ∈ Qr−1

h . (4.39b)
Similarly, by choosing vh = ∂2t (Rhu − RD

h u) in (4.39a) and using the same approach as
above with the initial value estimates in (4.25), we can obtain the following estimate (the
details are omitted):

∥∂t(Rhu− u)∥L∞H1 + ∥∂t(Rhu− u)∥L∞H1(Σ) + ∥∂t(Rhp− p)∥L∞L2

+∥∂2t (Rhu− u)∥L2H1 + ∥∂2t (Rhp− p)∥L2L2 ≤ Chr . (4.40)
(4.38) and (4.40) establish the H1-norm error estimates for the coupled non-stationary Ritz
projection defined in (3.3).

We then present L2-norm error estimates for the coupled non-stationary Ritz projection.
To this end, we introduce the following dual problem:

−Lsϕϕϕ+ ϕϕϕ = ∂tσσσ(ϕϕϕ, q)n+ f in Σ (4.41a)
−∇ · σ(ϕϕϕ, q) + ϕϕϕ = 0 in Ω (4.41b)

∇ · ϕϕϕ = 0 in Ω, (4.41c)
with the initial condition σσσ(ϕϕϕ, q)n = 0 at t = T . Problem (4.41) can be equivalently written
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as a backward evolution equation of ξξξ = σσσ(ϕϕϕ, q)n, i.e.,
−LsN ξξξ +N ξξξ − ∂tξξξ = f on Σ× [0, T ), with initial condition ξξξ(T ) = 0, (4.42)

where N : H− 1
2 (Σ)d → H

1
2 (Σ)d is the Neumann-to-Dirichlet map associated to the Stokes

equations. The existence, uniqueness and regularity of solutions to (4.41) are presented in
the following lemma, for which the proof is given in the Appendix A of [30] by utilizing and
analyzing (4.42).

Lemma 4.5. Problem (4.41) has a unique solution which satisfies the following estimate:
∥ϕϕϕ∥L2H2 + ∥ϕϕϕ∥L2H2(Σ) + ∥q∥L2H1 + ∥σσσ(ϕϕϕ, q)(0)n∥Σ ≤ C∥f∥L2L2(Σ). (4.43)

By choosing f = Rhηηη − ηηη and, testing equations (4.41a) and (4.41b) with Rhηηη − ηηη and
Rhu− u, respectively, and using relation ∂t(Rhηηη − ηηη) = Rhu− u on Σ, we have

as(ϕϕϕ,Rhηηη − ηηη) + (ϕϕϕ,Rhηηη − ηηη)Σ + af (ϕϕϕ,Rhu− u)− b(q,Rhu− u) + (ϕϕϕ,Rhu− u)

=
d

dt
(σσσ(ϕϕϕ, q) · n, Rhηηη − ηηη)Σ + ∥Rhηηη − ηηη∥2Σ.

In view of the definition of the non-stationary Ritz projection in (3.3), we can subtract Ihϕϕϕ
from ϕϕϕ in the inequality above by generating an additional remainder b(Rhp − p, ϕϕϕ − Ihϕϕϕ).
This leads to the following result in view of the estimate in (4.34):
d

dt
(σσσ(ϕϕϕ, q)n, Rhηηη − ηηη)Σ + ∥Rhηηη − ηηη∥2Σ = as(ϕϕϕ− Ihϕϕϕ,Rhηηη − ηηη) + (ϕϕϕ− Ihϕϕϕ,Rhηηη − ηηη)Σ

+ af (ϕϕϕ− Ihϕϕϕ,Rhu− u)− b(q − Ihq,Rhu− u) + (ϕϕϕ− Ihϕϕϕ,Rhu− u)− b(Rhp− p, ϕϕϕ− Ihϕϕϕ)

≤ Chr+1(∥ϕϕϕ∥H2 + ∥ϕϕϕ∥H2(Σ) + ∥q∥H1).

Since ∥(Rhηηη−ηηη)(0)∥Σ ≤ Chr+1 (see Lemma 4.3), the inequality above leads to the following
result:

∥Rhηηη − ηηη∥2L2L2(Σ)

≤ Chr+1∥Rhηηη − ηηη∥L2L2(Σ) + ∥Rhηηη(0)− ηηη(0)∥L2(Σ)∥(σσσ(ϕϕϕ, q)n)(0)∥L2(Σ)

≤ Chr+1∥Rhηηη − ηηη∥L2L2(Σ) + Chr+1∥Rhηηη − ηηη∥L2L2(Σ),

and therefore
∥Rhηηη − ηηη∥L2L2(Σ) ≤ Chr+1. (4.44)

By using the same approach, choosing f = Rhu − u and f = ∂t(Rhu − u) in (4.41a),
respectively, the following result can be shown (the details are omitted):

∥Rhu− u∥L2L2(Σ) + ∥∂t(Rhu− u)∥L2L2(Σ) ≤ Chr+1. (4.45)
This also implies, via the Newton–Leibniz formula in time,

∥Rhηηη − ηηη∥L∞L2(Σ) + ∥Rhu− u∥L∞L2(Σ) ≤ Chr+1 . (4.46)
Furthermore, we consider a dual problem defined by


−∇ · σ(ϕϕϕ, q) + ϕϕϕ = Rhu− u in Ω

∇ · ϕϕϕ = 0 in Ω

ϕϕϕ|Σ = 0, q ∈ L2
0(Ω),

(4.47)

which satisfies the following standard H2 regularity estimate
∥ϕϕϕ∥H2 + ∥q∥H1 + ∥σ(ϕϕϕ, q)n∥L2(Σ) ≤ C∥Rhu− u∥,

where the term ∥σ(ϕϕϕ, q)n∥L2(Σ) is included on the left-hand side because it is actually
bounded by ∥ϕϕϕ∥H2 + ∥q∥H1 . Then, testing (4.47) with Rhu− u, we have
∥Rhu− u∥2

= af (ϕϕϕ,Rhu− u)− b(q,Rhu− u) + (ϕϕϕ,Rhu− u)− (σσσ(ϕϕϕ, q)n, Rhu− u)Σ

= af (ϕϕϕ− Ihϕϕϕ,Rhu− u)− b(q − Ihq,Rhu− u)− (σσσ(ϕϕϕ, q)n, Rhu− u)Σ
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+ (ϕϕϕ− Ihϕϕϕ,Rhu− u)− b(Rhp− p, ϕϕϕ− Ihϕϕϕ) (as a result of (3.3) with vh = Ihϕϕϕ, qh = Ihq)
≤ Ch(∥ϕϕϕ∥H2 + ∥q∥H1)(∥Rhu− u∥H1 + ∥Rhp− p∥)
+ ∥σσσ(ϕϕϕ, q) · n∥Σ∥Rhu− u∥Σ

≤ Chr+1∥Rhu− u∥+ C∥Rhu− u∥∥Rhu− u∥Σ.
The last inequality implies, in combination with (4.46), the following result:

∥Rhu− u∥ ≤ Chr+1 . (4.48)
By using the same approach, replacing Rhu − u by ∂t(Rhu − u) in (4.47), the following
estimate can be shown (the details are omitted):

∥∂t(Rhu− u)∥L2L2 ≤ Chr+1 . (4.49)
The proof of Theorem 3.1 is complete.

5. Numerical examples. In this section, we present numerical tests to support the
theoretical analysis in this article and to show the efficiency of the proposed algorithm. For
2D numerical examples, the operator Lsηηη = C0∂xxηηη −C1ηηη on the interface Σ is considered.
All computations are performed by the finite element package NGSolve; see [36].

Example 5.1. To test the convergence rate of the algorithm, we consider an artificial
example of two-dimensional thin structure models given in (1.1)–(1.3) with extra source
terms such that the exact solution is given by

u1 = 4 sin(2πx) sin(2πy) sin(t),

u2 = 4(cos(2πx) cos(2πy)) sin(t),

p = 8(cos(4πx)− cos(4πy)) sin(t),

η1 = 0, η2 = −4 cos(2πx) cos(t).

First, we examine this problem involving left/right-side periodic boundary conditions
and top/bottom interfaces in the domain Ω̄ = [0, 2]× [0, 1]. A uniform triangular partition
is employed, featuring M + 1 vertices in the y-direction and 2M + 1 vertices in the x-
direction, where h = 1/M . The classical lowest-order Taylor–Hood element is utilized for
spatial discretization. For simplicity, we set all involved parameters to 1. Our algorithm
is applied to solve the system with M = 8, 16, 32, τ = h3, and the terminal time T = 0.1.
The numerical results are presented in the Table 5.1, which shows that the algorithm has
the third-order accuracy for the velocity and the displacement in the L2-norm, as well as
the second-order accuracy for the pressure in the L2-norm and the displacement in the
energy-norm. These numerical results align with our theoretical analysis.

Table 5.1
The convergence order of the algorithm under periodic boundary conditions

Taylor–Hood elements (τ = h3) ∥uN − uN
h ∥ ∥pN − pNh ∥ ∥ηηηN − ηηηNh ∥Σ ∥ηηηN − ηηηNh ∥s

h = 1/8 6.852e-3 1.403e-1 1.324e-2 8.075e-1
h = 1/16 6.848e-4 2.691e-2 1.644e-3 2.029e-1
h = 1/32 7.937e-5 6.297e-3 2.052e-4 5.079e-2
order 3.10 2.10 3.00 2.00

Next, we test our algorithm for the case of the left/right-side Dirichlet boundary condi-
tions, using the same configuration as previously described. Both the lowest-order Taylor-
Hood element and the MINI element are employed for spatial discretization. We set τ = h3

and τ = h2 for the Taylor-Hood element and the MINI element, respectively. The numerical
results are displayed in the Table 5.2. As observed in the Table 5.2, the algorithm, when
paired with both the Taylor–Hood element and the MINI element, yields numerical results
exhibiting optimal convergence orders for u and ηηη.

Example 5.2. We consider a benchmark model which was studied by many researchers
[8, 9, 15, 17,21,32,35]. All the quantities will be given in the CGS system of units [15]. The
model is described by (1.1)–(1.3) in Ω̄ = [0, 5]× [0, 0.5] with the physical parameters: fluid
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Table 5.2
The convergence order of the algorithm under Dirichlet boundary conditions

Taylor–Hood elements (τ = h3) ∥uN − uNh ∥ ∥pN − pNh ∥ ∥ηηηN − ηηηNh ∥Σ ∥ηηηN − ηηηNh ∥s
h = 1/8 4.553e-3 1.354e-1 1.313e-2 8.069e-1
h = 1/16 6.009e-4 2.775e-2 1.645e-3 2.029e-1
h = 1/32 7.693e-5 6.470e-3 2.055e-4 5.079e-2
order 2.97 2.10 3.00 2.00
MINI elements (τ = h2) ∥uN − uNh ∥ ∥pN − pNh ∥ ∥ηηηN − ηηηNh ∥Σ ∥ηηηN − ηηηNh ∥s
h = 1/16 1.324e-2 3.186e-1 7.971e-2 4.001e0
h = 1/32 3.349e-3 1.192e-1 1.999e-2 2.003e0
h = 1/64 8.327e-4 4.641e-2 5.001e-3 1.002e0
order 2.00 1.36 2.00 1.00

density ρf = 1, fluid viscosity µ = 0.035, solid density ρs = 1.1, the thickness of wall
ϵs = 0.1, Young’s modulus E = 0.75× 106, Poisson’s ratio σ = 0.5 and

C0 =
Eϵs

2(1 + σ)
, C1 =

Eϵs
R2(1− σ2)

,

where R = 0.5 is the width of the domain Ω. The boundary conditions on the in/out-flow
sides (x = 0, x = 5) are defined by σ(u, p)n = −pin/outn where

pin (t) =

{ pmax

2

[
1− cos

( 2πt

tmax

)]
if t ≤ tmax

0 if t > tmax
, pout (t) = 0 ∀t ∈ (0, T ] .

with pmax = 1.3333 × 104 and tmax = 0.003. The top and bottom sides of Ω are thin
structures, and the fluid is initially at rest. We take a uniform triangular partition with
M + 1 vertices in y-direction and 10M + 1 vertices in x-direction (h = 1/M), and solve the
system by our algorithm where the lowest-order Taylor–Hood finite element approximation
is used with the spatial mesh size h = 1/64 (M = 64), the temporal step size τ = h3

and the parameter β = 0.5. We present the contour of pressure p in the Figure 5.1 at
t = 0.003, 0.009, 0.016, 0.026 (from top to bottom). We can see a forward moving pressure
wave(red), which reaches the right-end of the domain and gets reflected. The reflected wave
is characterized by the different color(blue), which was also observed in [15,17,21].

Fig. 5.1. The contour of the pressure when t = 0.003, 0.009, 0.016, 0.026 (from top to bottom)

Example 5.3. We consider an example of 3D blood flow simulation in common carotid
arteries studied in [35]. The blood flow is modeled by the Navier-Stokes equation, while our
analysis was presented only for the model with the Stokes equation. The weak form of the
arterial wall model is:

ρsϵs(ηηηtt,w)Σ +D1(ηηη,w)Σ +D2(ηηηt,w)Σ + ϵs(Πs(ηηη),∇sw)Σ = (−σ(u, p)n,w)Σ
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for any w ∈ S, where ∇s denote the surface gradient on the interface Σ and

Πs(ηηη) =
E

1 + σ2

∇sηηη +∇T
s ηηη

2
+

Eσ

1− σ2
∇s · ηηηI

for a linearly elastic isotropic structure. The geometrical domain is a straight cylinder of
length 4 cm and radius 0.3 cm, see the Fugure 5.2. The hemodynamical parameters used in
this model are given in the Table 5.3. For the inlet and outlet boundary conditions, we set

u = (uD(t)
R2 − r2

R2
, 0, 0) on Σin and σ(u, p)n = −pout(t)n on Σout.

The given data for uD(t) and pout(t), as shown in the Figure 5.2, are taken from [35].
Mmore realistic and delicate treatment of boundary conditions can be found in [16].

Fig. 5.2. The geometrical domain(left) and the given data for uD(t) and pout(t)(right)

Table 5.3
The hemodynamical parameters in the PDE model

Parameter Value Parameter Value
Wall thickness ϵs(cm) 0.06 Poisson’s ratio σ 0.5
Fluid viscosity µ(g/cm s) 0.04 Young’s modulo E(dyne/cm2) 2.6 · 106
Fluid density ρf (g/cm3) 1 Coefficient D1(dyne/cm

3) 6 · 105
Wall density ρs(g/cm3) 1.1 Coefficient D2(dyne s/cm

3) 2 · 105

The fluid mesh used in this example consists of 11745 tetrahedra, and the structure
mesh consists of 3786 triangles. We utilize the P2 − P1 finite element approximation for
the velocity and pressure of the fluid, the P2 finite element approximation for the displace-
ment of the structure. For comparison, both classical monolithic scheme and the proposed
partitioned scheme are implemented to solve this example, where the parameter β = 0.5.
The initial velocity/pressure is the smooth constant extension of the inlet/outlet boundary
data at t = 0 for both schemes. The terminal time T = 3 s which corresponds to 3 cardiac
cycles. We have observed that the periodic pattern was established after 1 cardiac cycle.
Some comparison between monolithic and partitioned schemes is done. In the Figure 5.3,
the magnitude of the radial displacement for the artery wall is shown at the interface point
(2, 0.3, 0) in the whole 3 cardiac cycles. In the Figures 5.4 and 5.5, the axial velocity and the
pressure are presented at the center point (2, 0, 0) in the third cardiac cycle, respectively.
The waveforms of velocity and pressure are generally not be the same. The difference wave-
forms between velocity and pressure can be observed in the numerical results by comparing
Figure 5.4 and Figure 5.5.

6. Conclusion. We have proposed a new stable fully-discrete kinematically coupled
scheme which decouples fluid velocity from the structure displacement for solving a thin-
structure interaction problem described by (1.1)–(1.3). To the best of our knowledge, the
optimal-order convergence in L2 norm of spatially finite element methods for such problems
has not been established in the previous works. Our scheme in (2.19)–(2.20) contains two
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Fig. 5.3. Comparison of the radial displacement

Fig. 5.4. Comparison of the axial velocity

Fig. 5.5. Comparison of the pressure

stabilization terms

ρsϵs

(
un
h − snh
τ

,
τ

ρsϵs
σσσ(vh, qh) · n

)
Σ

and
(
(σσσn

h − σσσn−1
h ) · n, τ(1 + β)

ρsϵs
σσσ(vh, qh) · n

)
Σ

which guarantee the unconditional stability of the method, and an additional parameter
β > 0 which is helpful for us to prove optimal-order convergence in the L2 norm for the fully
discrete finite element scheme. Moreover, we have developed a new approach for the nu-
merical analysis of such thin-structure interaction problems in terms of a newly introduced
coupled non-stationary Ritz projection, with rigorous analysis for its approximation prop-
erties through analyzing its dual problem, which turns out to be equivalent to a backward
evolution equation on the boundary Σ, i.e.,

−LsN ξξξ +N ξξξ − ∂tξξξ = f on Σ× [0, T ), with initial condition ξξξ(T ) = 0,

in terms of the Neumann-to-Dirichlet map N : H− 1
2 (Σ)d → H

1
2 (Σ)d associated to the Stokes

equations. Although we have focused on the analysis for the specific kinematically coupled
scheme proposed in this article for a thin-structure interaction problem, the new approach
developed in this article, including the non-stationary Ritz projection and its approximation
properties, may be extended to many other fully-discrete monolithic and partitioned coupled
algorithms and to more general fluid-structure interaction models.
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